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Abstract
Objective: At present, pose classification research is a hot topic in the field of computer vision, 
playing a crucial role in surveillance security, and motion data mining. The research serves as a 
crucial follow-up to three dimensional (3D) pose estimation and makes a significant contribution to 
the advancement of artificial intelligence. Pose classification is a complex problem involving a large 
amount of complicated data, making its digital modeling and further processing challenging.

Methods: This article proposes the Pose long short - term memory (LSTM) method to classify 3D 
poses reconstructed from 2D image sequences.

Result: Compared with traditional methods, the experimental tests show that the performance of the 
Pose LSTM is more superior in all aspects.

Conclusion: Pose LSTM is particularly effective for recognizing continuous action poses because they 
can capture temporal dependencies in sequential data. In the context of pose recognition, it can analyze 
the sequence of poses over time and understand how these poses transition from one to another, 
making it possible to accurately classify or predict actions that unfold over a series of frames.
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1 INTRODUCTION
In the realm of behavioral security monitoring, pose 

classification emerges as a key technology. This approach 
leverages advanced computer vision techniques to 
identify and categorize human postures and motions[1,2], 

enabling the detection and anticipation of potentially 
hazardous behaviors or unusual activities. Particularly 
critical in security-sensitive environments such as public 
transportation hubs, retail spaces, banking institutions, 
and other public venues, pose classification enhances 
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surveillance effectiveness and facilitates[3] timely responses 
to potential security threats.

The integration of pose classification into security 
systems combines real-time video analysis with machine 
learning algorithms that evaluate body positions and 
movement patterns. This capability is instrumental in 
identifying actions that deviate from normal behaviors, 
potentially indicating theft, vandalism, aggression, or other 
security concerns. For example, sudden movements or 
unusual postures near sensitive areas may trigger alerts that 
prompt security personnel to intervene.

Advancements in artificial intelligence have significantly 
enhanced the efficacy of pose classification technologies. 
Deep learning models[4], particularly those based on 
convolutional neural networks (CNNs) and their improved 
variants[5-9] excel at processing complex visual data from 
multiple camera angles, ensuring robust pose detection 
even in crowded or poorly lit environments. These models 
are trained on extensive datasets containing a wide range of 
human activities and can accurately differentiate between 
benign and potentially threatening behaviors.

Furthermore, the application of pose classification 
extends beyond simple anomaly detection. It provides 
valuable insights into crowd dynamics and behavior 
patterns, aiding in the design of safer public spaces. By 
analyzing how individuals move through and interact with 
these spaces, planners can implement design changes that 
enhance safety and reduce the likelihood of incidents.

Additionally, pose classification supports compliance 
with privacy regulations. Unlike facial recognition 
technologies, which involve more intrusive forms of 
personal identification, pose classification can ensure 
security without explicitly identifying individuals. This 
feature is particularly appealing in jurisdictions where 
privacy concerns are paramount.

Despite its many advantages, the deployment of pose 
classification in security systems is not without challenges. 
Issues such as data bias, the need for extensive training data, 
and the difficulty of handling ambiguous or overlapping 
poses can impact accuracy. Moreover, ethical concerns 
regarding surveillance and data management must be 
carefully addressed to maintain public trust and compliance 
with legal standards.

In the passing years, many research findings for three 
dimensional (3D) pose estimation have been proposed in 
the field of computer vision. These works supply the data 
3D motion capture as illustrated in the Figure 1, such as two 
dimensional (2D) keypoints detection[10] and 3D motion 
reconstruction[11,12], which is providing a previous research 
foundation for posture classification. The 2D keypoints of 

the pose image are obtained through the image detection 
and annotation algorithms mentioned above. With these 
2D annotated data, some advanced CNNs are used to 
reconstruct the 3D pose model. These 3D pose models 
are then used to train the proposed method (Pose long 
short - term memory (LSTM)) for 3D pose classification. 
The dataset is Humaneva dataset[13] in the Figure 1. The 
description of 3D poses is more accurate and effective 
than the forms in two-dimensional images. 3D poses are 
helpful for mathematical modeling and digital processing of 
various poses. Thus, a new method called pose long short-
term memory (Pose LSTM) is proposed to achieve the 
human pose classification. Pose LSTM classifies 3D poses 
by directly processing and classifying the data from three-
dimensional poses. Currently, many advanced algorithms 
extract features from two-dimensional image sequences 
and classify them based on the extracted image features. 
However, 2D image features often have ambiguity, thus 
their classification performance may be inferior compared 
to using three-dimensional image data for classification. 
The feature description of motion in 3D image will be 
more accurate than that in 2D image, because Pose LSTM 
establishes a mapping relationship between the 3D images 
model and their labels, thus the classification performance 
will be better. The contribution of this article is as follows: 
(1) Propose the pose long-term memory model for pose 
classification, which performs better than traditional 
methods; (2) Designed comprehensive experiment to test 
the proposed method (Pose LSTM).

2 RELATIVE WORK
For classification models, there are some traditional 

algorithms available. Compared to LSTM models, 
traditional machine learning methods like logistic 
regression[14] (LR), decision trees[15] (DT), random forest[16]

(RF), support vector machine[17] (SVM), and basic neural 
networks[18] (such as feedforward neural network (FNN)) 
exhibit the following disadvantages when handling time-
series data and complex pattern recognition tasks. There are 
the limits of these methods.

2.1 Logistic Regression
Lack of Capability to Handle Complex Nonlinear 

Patterns: These methods are based on linear assumptions 
and are inadequate for dealing with nonlinear relationships 
and complex data patterns, such as long-term dependencies 
in time-series data.

Inability to Capture Temporal Dynamics in Sequences: 
They do not account for the order in which data points 
appear, which is crucial for understanding temporal 
dynamics in time-series analysis.

2.2 Decision Trees and Random Forests
Limited Handling of Sequential Data: While powerful 

for classification and regression tasks within static 
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Figure 1. The previous work of the Pose Long short - term memory for Classification.

datasets, these models do not inherently process data in a 
sequence, making them less effective for tasks that require 
understanding of temporal relationships.

Susceptibility to Overfitting: Especially in the case of 
decision trees, thereʼs a risk of overfitting to the noise in 
training data, which can degrade performance on unseen 
data.

2.3 SVMs
Challenges with Large-Scale Data: SVM can become 

computationally expensive as the size of the dataset 
increases, which is often the case with detailed time-series 
data.

Difficulty in Capturing Time-Series Dynamics: Without 
custom kernels designed to handle sequences, SVM 
struggle to model the time-dependent aspects inherent in 
time-series data.

2.4 Basic Neural Networks (FNN)
Lack of Memory for Past Inputs: These networks do 

not have a mechanism to remember previous inputs in a 
sequence, which is essential for tasks from which historical 
data influences current outcomes.

Inefficiency in Learning Temporal Patterns: Without 
recurrent structures, these networks cannot naturally learn 
dependencies over time, limiting their effectiveness in 
sequential prediction tasks.

In summary, while these traditional methods have 
their applications, their limitations become pronounced in 
scenarios requiring robust handling of temporal dynamics 
and complex, nonlinear relationships, areas where LSTM 
models excel due to their sophisticated design for sequence 
processing and long-term dependency management.

3 POSE LSTM FOR ACTION CLASSIFICATION
3.1 LSTM Model

Long Short-Term Memory (LSTM)[19-21] is a type of 
recurrent neural network (RNN)[22-24] architecture designed 
to model temporal sequences and their long-range 

dependencies more accurately than conventional RNNs. 
LSTMs are capable of learning long-term dependencies, 
which makes them suitable for various sequential data tasks 
such as language modeling, time series prediction, and 
more. There is the key Components of LSTM.

3.1.1 Forget Gate (ft)
The forget gate decides what information should be 

discarded from the cell state. It takes the previous hidden 
state (ht-1) and the current input (xt) as inputs and applies a 
sigmoid activation function to generate a number between 0 
and 1 for each cell state value.

3.1.2 Input Gate (it)
The input gate decides what new information should 

be stored in the cell state. It also takes the previous hidden 
state and the current input and applies a sigmoid activation 
function.

3.1.3 Candidate Cell State (Ĉt)
A tanh layer creates a vector of new candidate values 

that could be added to the cell state. This is based on the 
previous hidden state and the current input.

3.1.4 Cell State (Ct) Update
The cell state is updated by combining the old cell state 

and the candidate cell state, modulated by the forget gate 
and the input gate.

3.1.5 Output Gate (ot)
The output gate decides what part of the cell state should 

be output. It applies a sigmoid activation function to the 
previous hidden state and the current input.
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3.1.6 Hidden State Update (ht)
The hidden state is updated by applying the output gate 

to the tanh of the cell state.

Notations from Equation (1) to Equation (6) are noted 
as follows. σ: Sigmoid activation function; tanh: Tanh 
activation function;

Wf,Wi,WC,Wo: Weight matrices; bf,bi,bC,bo: Bias vectors; 
ht-1: Previous hidden state; xt: Current input; ft: Forget gate 
output; it: Input gate output; Ĉt: Candidate cell state; Ct: Cell 
state; ot: Output gate output; ht: Hidden state

3.2 Pose Classification Architecture Based on LSTM
The proposed Pose LSTM neural network is a deep 

learning model designed for pose classification tasks as 
shown in the Figure 3. This network leverages a Long 
Short-Term Memory (LSTM) layer to capture the temporal 
dependencies in the input data, followed by fully connected 
layers to classify the pose into one of the predefined classes. 
Compared to Bi-directional long short-term memory 
(BiLSTM) (one LSTM variant)[25], Attention-based LSTM 
(another LSTM variant)[26], and RNNs[22-24], Pose LSTM 
has several advantages and limitations. Pose LSTM is 
more computationally efficient compared to BiLSTM, 
as BiLSTM processes sequences in both forward and 
backward directions, leading to higher computational costs. 
However, BiLSTM can capture bidirectional dependencies 
in a sequence, which is useful for tasks requiring global 
context. If the task only relies on past information, Pose 
LSTM is more efficient. When compared to Attention-
based LSTM, Pose LSTM has a simpler structure and 
does not use the complex attention mechanism, making 
it more efficient in terms of computation. However, if the 
pose data is long, and key points are not limited to the 
end of the sequence, Attention-based LSTM can improve 

Figure 2. The working process of LSTM.

classification accuracy. On the other hand, when the 
sequence is shorter or computational resources are limited, 
Pose LSTM may be more efficient. Compared to standard 
RNN, Pose LSTM solves the issue of vanishing gradients 
in long sequences, making it better for capturing long-term 
dependencies and handling complex sequences. While 
RNNs are simpler and faster, they are less stable in tasks 
with long time dependencies. In summary, Pose LSTMʼs 
simple structure and computational efficiency make it 
well-suited for medium-scale pose classification tasks, 
while BiLSTM and Attention-based LSTM may be more 
appropriate for tasks requiring the capture of complex or 
long-sequence information.

3.3 Architecture (Pose LSTM)
3.3.1 LSTM Layer

The network begins with an LSTM layer, which is 
configured with the following parameters: input_size: this 
is set to num_joints * num_dimensions, indicating that 
each time stepʼs input is a flattened representation of the 
joint coordinates; hidden_size: this is set to 128, meaning 
the LSTM has 128 hidden units; num_layers: this is set to 
2, indicating a two-layer stacked LSTM; batch_first: this 
parameter is set to true, indicating that the input tensor has 
the batch size as its first dimension.

3.3.2 Fully Connected Layers
The output from the LSTM is passed through two fully 

connected layers: fc1: This layer reduces the dimensionality 
from 128 to 64 and applies a ReLU activation function; fc2: 
This layer further reduces the dimensionality from 64 to 
num_classes, producing the final class scores.

3.3.3 Dropout Layer
A dropout layer with a dropout rate of 0.5 is applied 

between the two fully connected layers to prevent 
overfitting by randomly setting some of the activations to 
zero during training.
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Figure 3. The network architecture of Pose LSTM.

3.4 Execution Steps
3.4.1 Reshaping Input

The input tensor x, which has the shape (batch_size, 
num_joints, num_dimensions), is reshaped to (batch_size, 1, 
num_joints * num_dimensions) to match the expected input 
shape for the LSTM layer.

3.4.2 LSTM Processing
The reshaped input is passed through the LSTM layer, 

and the output of the last time step is extracted. This output 
captures the temporal dependencies in the sequence.

3.4.3 Classification
The output from the LSTM is then passed through the 

first fully connected layer with ReLU activation, followed 
by a dropout layer. The cross entropy loss function, 
commonly used in classification tasks, is defined as.

Where, C is the number of classes, yc is the indicator for 
the true class (ground truth), yc = 1 if the sample belongs to 
class c, and yc = 0 otherwise. Pc is the predicted probability 
for class c.

Finally, the processed output is passed through the 
second fully connected layer to produce the final class 
scores.

4 EXPERIMENT AND EVALUATION
4.1 Pose LSTM Test

The actions of jogging, boxing smoking and walking 
are used to test the trained model (Pose LSTM). The data 
sets such as Humaneva[13] and Human 3.6M[27] can be used 
to train, valid and test the Pose LSTM. The accuracy of 
recognition is as the Table 1.

The accuracy of a classification model for each class is 
calculated as the ratio of the number of correctly predicted 
instances of that class to the total number of instances of 
that class. Mathematically, this can be expressed as follows.

TPi​ be the number of true positives (correct predictions) 
for class i, and Ni is the total number of instances for class 
i. The accuracy Ai​ for class i is given by Equation (8). The 
experiment total accuracy can be calculated by.

The Atotal is all the tested motion frame number, Nc is the 
number of classes for the experiment.

4.2 Comparison with Other Traditional Algorithms
The Pose LSTM is tested in this experiment, by 

comparison of several traditional algorithms including 
LR FNN, DT, RF, and SVM.The experimental results can 
be seen as the Table 2. Several traditional algorithms are 
compared with the Pose LSTM model. From the experiments 
in Table 2, it can be found that Pose LSTM is better than 
other traditional methods. The experiment randomly selected 
frames with relevant motion style. The total accuracy of 
LSTM can achieve 99.35%. During the experiments, the 
same frame sequences are selected to test all the methods. 
The evaluation metrics can be calculated as the following 
description. TP, FP, and FN are correspondingly denoting the 
true positives, false positives and false negatives.

Precision measures the proportion of true positive 
predictions out of all positive predictions made by the model. 
It indicates how many of the predicted positive samples are 
positives actually.
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Table 1. The Accuracy of Recognition

Motion Style Jog Box Smoke Walk Total

Correct prediction number 143 149 678 513 1483

Total frame number 144 149 721 526 1540

Accuracy 99.31% 100.00% 94.04% 97.53% 96.30%

High precision means that when the model predicts a 
sample as positive, it is likely to be correct. A high precision 
means that when the model predicts a sample as positive, it 
is likely to be correct.

Recall measures the proportion of true positive 
predictions out of all actual positive samples. It indicates 
how many of the actual positive samples were correctly 
identified by the model.

A high recall means that the model identifies most of the 
positive samples, but it may include some false positives.

The F1-Score is the harmonic mean of Precision and 
Recall. It provides a single metric that balances both 
Precision and Recall, especially useful when the class 

Table 2. Experiments of Classification Among the Tested Method

Tested Method Motion Style Precision Recall F1-score Support(Frames) Total Accuracy (%)

Pose LSTM jog 1.000 0.9984 0.9992 644 99.35%

box 1.000 1.000 1.000 609

smoke 0.9922 0.9942 0.9932 3447

walk 0.9919 0.9895 0.9907 2485

LR jog 0.9780 0.8960 0.9352 644 88.96%

box 1.000 1.000 1.000 609

smoke 0.8974 0.8932 0.8953 3447

walk 0.8325 0.8559 0.8440 2485

FNN jog 1.0000 0.9907 0.9953 644 97.63%

box 1.0000 1.0000 1.0000 609

smoke 0.9910 0.9611 0.9758 3447

walk 0.9461 0.9879 0.9665 2485

DT jog 0.9798 0.9783 0.9790 644 94.60%

box 0.9870 0.9967 0.9918 609

smoke 0.9493 0.9446 0.9469 3447

walk 0.9227 0.9272 0.9249 2485

RF Jog 1.0000 1.0000 1.0000 644 98.34%

box 0.9951 1.0000 0.9975 609

smoke 0.9932 0.9730 0.9830 3447

walk 0.9636 0.9895 0.9764 2485

SVM jog 1.0000 1.0000 1.0000 644 91.96%

box 1.0000 1.0000 1.0000 609

smoke 0.9415 0.8874 0.9137 3447

walk 0.8554 0.9235 0.8882 2485

distribution is imbalanced.

The F1-Score is useful when you need to balance 
Precision and Recall. It is particularly valuable in scenarios 
where false positives and false negatives have a similar 
impact.

Pose LSTM outperforms the traditional algorithms 
above in 3D data classification due to its unique ability to 
handle data characteristics and model structure. Pose LSTM 
is a type of RNN specifically designed for sequential data, 
allowing it to capture temporal dependencies and dynamic 
features, which are crucial for 3D pose classification since 
pose data typically unfolds over time. The memory units 
in Pose LSTM enable it to retain long-term contextual 
information and capture global patterns in pose variations. 
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In contrast, traditional algorithms are more focused on 
static features and cannot effectively leverage the complex 
relationships in time series data. Moreover, while traditional 
models rely on manually extracted features, Pose LSTM 
can automatically learn features from raw data, reducing 
the complexity of feature selection. Structurally, its multi-
layer recurrent design allows it to capture the nonlinear 
relationships within the data more effectively, whereas 
traditional algorithms often rely on limited decision rules 
for classification, making them less adaptable to complex 
3D data. Therefore, LSTM can better establish the mapping 
relationships needed for accurate classification, improving 
its overall performance in 3D data tasks.

4.3 The Classification Test in the Videos
For testing the video classification performance of the 

Pose LSTM, a 3D pose frames are randomly selected for 
classification.

The video frames with 3D poses can be classified, and 
the results are shown in the following Figure 4. From the 
Figure 4, it can be found that the classification results are 
conforming to the category to which its posture belongs 
with good performance and accurate recognition. In the 
Figure 3, the true label is displayed by “Ture”, and the 
predicted label is displayed by “Pred”. The 3D skeleton 
model is used to describe the human posture, distinguishing 
left and right with different colors.

5 DISCUSSION
The primary advantage of pose LSTM stems from 

Figure 4. The tested frames for classification in the videos.

A B

C D

their ability to capture temporal dependencies and 
dynamics within sequential data. This capability is crucial 
for effectively modeling the sequence and duration of 
movements in pose classification.

Unlike models such as the traditional methods 
(SVM, DT, RF, FNN, and LR) which treat data points 
independently, Pose LSTM consider the entire sequence, 
allowing them to understand and predict based on the 
context established by previous data points in the sequence. 
This makes it particularly suited for tasks where the order 
and timing of events are predictive of the outcome, such as 
the sequences observed in pose movements.

Moreover, Pose LSTM can maintain information over 
longer sequences without the risk of losing important details 
to time, which is a common issue with simpler models that 
lack a mechanism to carry information across longer time 
spans. This attribute makes Pose LSTM more robust and 
accurate for complex pose classification scenarios where 
the precise ordering and timing of movements are critical.

Pose LSTM, Transformers (including the variants), and 
advanced CNNs each offer distinct advantages depending 
on the data characteristics they process. Pose LSTM excels 
at handling sequential data with temporal dependencies, 
making it highly effective for tasks that require capturing 
long-term relationships, such as language modeling and 
action recognition. Transformers and the variants, on 
the other hand, overcome LSTMʼs limitations by using 
attention mechanisms, allowing them to process entire 
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sequences simultaneously. This makes Transformers 
particularly adept at capturing global dependencies, 
especially in long-sequence tasks and natural language 
processing. Advanced CNNs, however, specialize in 
handling visual data like images and videos, as they can 
automatically extract complex spatial features. This makes 
CNNs ideal for tasks such as image classification and 
object detection. The choice of model depends on the 
taskʼs requirements and the nature of the data, whether 
it emphasizes temporal dependencies or complex spatial 
patterns.

Overall, Pose LSTM, Transformers (including 
the variants), and advanced CNNs each have their 
strengths. Pose LSTM excels at handling sequential data, 
Transformers and the variants are strong in capturing long 
sequences and global dependencies, while advanced CNNs 
are effective at extracting spatial features from visual data. 
For pose classification tasks, Pose LSTM is particularly 
suitable, as it efficiently captures temporal dependencies 
and dynamic pose variations, which highlights its superior 
performance in this area.

6 CONCLUSION AND FUTURE WORK
Pose LSTM is particularly effective for recognizing 

continuous action poses because they can capture temporal 
dependencies in sequential data. In the context of pose 
recognition, it can analyze the sequence of poses over time 
and understand how these poses transition from one to 
another, making it possible to accurately classify or predict 
actions that unfold over a series of frames.

By remembering and relating past pose information to 
current data, Pose LSTM can handle variations in the speed 
and timing of actions, leading to more robust and accurate 
recognition of complex and continuous motion sequences. 
This capability is crucial when distinguishing between 
different types of actions or gestures that might look similar 
in individual frames but differ when viewed as part of a 
sequence.

There are some limitations in Pose LSTM, which will 
be primarily designed for temporal sequences and may 
struggle to effectively capture the spatial relationships 
between body parts critical in pose recognition. Pose LSTM 
process data sequentially, limiting the ability to parallelize 
operations, which can lead to slower performance compared 
to architectures like CNNs that handle multiple data points 
simultaneously. Pose LSTM might have difficulty with 
distinguishing between very similar actions that have subtle 
differences in motion patterns. For example, differentiating 
between walking and jogging might be challenging if the 
differences are minimal and highly context-dependent. The 
fine-grained action sensitivity needs to be improved.

To enhance the performance of models dealing with 

tasks such as pose recognition or sequential action 
identification, future improvements could significantly 
benefit from incorporating advanced techniques and 
exploring innovative architectures. One promising direction 
is the integration of attention mechanisms into Pose LSTM. 
Attention mechanisms can help the method focus on the 
most relevant parts of the input data, which is particularly 
useful in distinguishing subtle differences in actions or 
gestures. This can lead to more accurate and efficient 
processing, as the method allocates more resources to the 
crucial segments of the data.

Furthermore, exploring different variants of LSTM could 
yield improvements. For instance, variants like BiLSTM[25] 
process data in both forward and reverse directions, 
enhancing the context available to the model and potentially 
increasing its ability to recognize complex patterns. Gated 
Recurrent Units (GRUs) are another variant that simplifies 
the LSTM architecture by using fewer gates, which can 
reduce the model complexity and computational demands 
while maintaining similar performance.

Pose classification is an important research topic[28-30] 
in computer vision. There are some future important 
applications of pose classification. Firstly, pose classification 
technology can precisely capture a userʼs body movements, 
enabling augmented reality (AR) / virtual reality (VR) 
systems[31] to respond to user gestures in real-time, thereby 
enhancing the immersive experience. In virtual training and 
entertainment, recognizing user poses allows for more natural 
and interactive experiences. The Pose LSTM can be highly 
beneficial for pose classification in AR / VR systems because 
they excel at processing sequential data. In AR / VR systems, 
pose data is often collected as a time-series from sensors like 
Inertial Measurement Units or cameras, where each frame 
or data point is influenced by previous ones. The method 
can capture temporal dependencies and relationships within 
this sequence, allowing for more accurate classification of 
dynamic poses. By maintaining memory of previous frames, 
it can effectively handle complex, continuous movements, 
making them ideal for tasks like gesture recognition, body 
pose classification, and interaction tracking in AR / VR 
environments. Secondly, pose classification can be used to 
analyze an athleteʼs or fitness enthusiastʼs movements in 
real-time, providing corrective feedback, reducing the risk of 
injury, and optimizing training outcomes. This technology is 
beneficial for smart fitness devices and apps, helping users 
maintain correct exercise postures. Thirdly, in surveillance 
systems, pose classification can help identify suspicious 
behaviors or actions, improving the effectiveness of security 
monitoring. It can also be used to track and analyze crowd 
movements in public spaces, aiding in crowd management 
and safety measures.
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