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Abstract

Objective: Hybrid cloud provides an efficient and relatively secure service, widely used in commercial and public affairs. There are already several specific risk control strategies for hybrid clouds in the existing cloud computing literature, but there is still a need to design data risk control strategies that cater to users with different risk preferences.

Methods: Firstly, by using a classification method, we propose four data risk control strategies that are suitable for different cloud environments. Then, we use the queueing theory to model the hybrid cloud system and derive some relevant indicators of system performance.

Results: We propose four new risk control strategies for the personalized needs of enterprises in different scenarios, namely, L-control strategy, LOS₁-control strategy, LOS₂-control strategy, and (L,q)-control strategy.

Conclusion: It is more practical to use a hybrid cloud system for the protection of data security. This work proposes four risk control strategies for different situations to help companies with risk control, namely, L-control strategy, LOS₁-control strategy, LOS₂-control strategy, and (L,q)-control strategy. These risk control strategies provide theoretical assistance for exploring the allocation of cloud resources.
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1 INTRODUCTION

Cloud computing is an Internet-based business computing method in which computing resources and services can be provided through virtualization and distributed technology. Cloud computing aims to connect businesses with the Internet. Previously, companies placed...
their business data in local data centers. However, due to the growing businesses and huge costs of maintaining local data storage space, more companies purchase storage space and other cloud products from the cloud service providers to meet their computing resource needs. According to the type of service, the cloud computing platform provides three levels of service patterns, infrastructure as a service, platform as a service, and software as a service.

As a new information technology (IT) service industry, cloud services manage resources in an elastic way, which improves the effectiveness of storage and enhances the utilization of servers and the quality of service. Faced with the different needs of customers, cloud services provide flexible service resources. Cloud computing has been rapidly developing and is gradually penetrating the traditional IT industry. According to the statistics of Gartner, the global cloud computing market is growing steadily, and global public cloud service end-user spending is expected to grow to 600 billion in 2023, with an increased rate of about 21.7% compared to 2022. According to Internet Data Center, the proportion of non-cloud expenses is expected to drop from 43.0% in 2022 to 31.4% in 2026. Global cloud infrastructure expenses are expected to surpass non-cloud expenses in 2023. This indicates that the real-time global cloud services industry is slowly replacing the traditional IT services industry. Based on the different needs of users, cloud computing is deployed in three ways: private cloud, public cloud, and hybrid cloud.

Private cloud. Private cloud is a proprietary service system that exists behind a company’s firewall or is deployed in a secure hosting location. It is managed by the company and provides the most secure data processing. However, the private cloud has finite computing resources and is not flexible enough to adapt to changes in company demand.

Public cloud. Due to the expanding demand of companies, cloud services are offered commercially to customers. Users who request services only need to rent cloud resources by paying a fee to service providers. Public clouds can meet most of the basic needs of companies and are more elastic and scalable. Cloud service providers offer high performance, scalability, security, and availability. Users for public clouds only need to concentrate on their own jobs, while the cloud providers will take care of cloud construction and maintenance. However, using public clouds does not guarantee the security of private and confidential data. When companies store data in a public cloud, they lack control over the resources in the cloud. So data and information are not adequately protected.

Hybrid cloud. To balance security and efficiency, companies usually use two types of cloud services. Private clouds serve some jobs that require higher security protection, and public clouds serve other jobs with high resource elasticity requirements. This type of service is called hybrid cloud service. It helps users manage their IT infrastructure to achieve a balance among operational risk, cost, and expense. As shown in Figure 1, the private cloud and the public cloud form a collective cloud service. In contrast to a single private cloud, the hybrid cloud is more suitable for complex IT environments.

Low-cost. Private clouds have better security, but their computing resources are finite. When a company’s business grows, the choice to expand the computing resources of a private cloud will incur huge costs. In a hybrid cloud service system, a single cloud breakdown does not lead to the loss of all jobs, which lowers the cost of disaster recovery. In addition, if the company chooses to implement a multi-cloud architecture, it can help it better control costs. Multi-cloud services identify cloud-suitable service providers for cloud computing by finding a balance between work requirements and cost and selecting the lowest cost to meet the workload requirements.

Security. The implementation of a hybrid cloud has led to significant changes in IT infrastructure. The hybrid cloud strategy provides companies with a more secure and robust service environment. IT professionals maintain sensitive data and core jobs served by the private cloud, improving the overall security of the service.

Disaster recovery. The loss of core data will have a devastating impact on the company, so the continuity of job services is becoming more and more essential. One of the advantages of hybrid cloud services is that they have disaster recovery and backup capabilities. Under the hybrid cloud architecture, it can quickly switch the service to other clouds when a single cloud breaks down. The hybrid cloud system backups all of the company’s historical data at the most efficient cost. Not only can the historical data be restored to the original site, but the private cloud can also be directly restored to the cloud server. The jobs can continue to operate on the cloud, and the disaster recovery of the jobs can be realized at extremely low costs.

Flexible scalability. The hybrid cloud helps companies manage their data and applications in the most flexible way. It stores the most valuable data in private clouds, enabling absolute control over the data. In the face of short-term job emergencies, the hybrid cloud provides flexible and efficient resources to address high-growth data computing. In addition, diversified cloud services are often more efficient and flexible than a single one. The company can personalize its cloud service facilities according to different job needs and corporate goals.

The hybrid cloud combines the advantages (Table 1) of private and public clouds and has attracted the interest of...
most companies nowadays. In addition, companies can also choose to build multi-cloud technologies on hybrid cloud systems, which means they can use two or more public clouds at the same time to serve jobs. For example, users can host their databases on Amazon AWS and run applications on Microsoft Azure. Multi-cloud enables users to choose the most appropriate and customized cloud service platform for their business. The hybrid multi-cloud strategy has become a trend in cloud computing development in recent years. In May 2022, Cisco published the 2022 Global Hybrid Cloud Trends Report, indicating that 82% of companies choose to use a hybrid multi-cloud strategy to support applications. Statistical data also shows that in terms of infrastructure, 58% of companies choose to use 2-3 public clouds to serve their jobs, 31% choose to use 4-10 public clouds, and 3% use more than 10 public clouds. The report also shows that several smaller companies prefer to use multiple public cloud services to achieve optimal cost-effectiveness.

The cloud management platform\cite{9} was first proposed by Gartner in the form of a product that is integrated and manages each cloud service in a unified manner. Based on the statistical data in Gartner’s report, with the rapid growth of the cloud services industry, the market size of cloud management platforms is also gradually developing. In terms of investment, the services investment size of global cloud management has grown from 23.17 billion dollars in 2017 to 42.73 billion dollars by 2020. The advantages of the cloud management platform in computing, networking, and storage make it a vital tool for the future of cloud services.

As digital development increases, the issue of cloud resource management is attracting more and more attention from companies. Effective resource management has also become a concern for companies. Meanwhile, how to effectively manage cloud computing resources, reasonably arrange expense costs, and improve security have also become challenges for cloud platforms. In this paper, we provide various security risk control strategies for the cloud platform.

2 LITERATURE REVIEW

A lot of researchers from many fields have been paying close attention to the issue of cloud computing, and the related literature includes\cite{10-18}, and among others. Several critical research issues in cloud computing have also been proposed, including cloud resource allocation\cite{10-14}, performance analysis\cite{15}, and cloud security\cite{16-18}.

Various resource allocation strategies have been proposed for cloud computing. Kayalvili et al.\cite{10} presented a model of cloud resource allocation based on the genetic algorithm. This model utilized the genetic algorithm’s high-speed convergence and the ability for global optimization to solve the optimal allocation of cloud resources. Ben et al.\cite{11} developed a new method that integrated the dynamic queues and the meta-heuristic algorithm, achieving the optimization of waiting time in the cloud, maximizing resource utilization, and providing good load balancing. Beegom et al.\cite{12} proposed a new integer particle swarm algorithm and analyzed the performance of the proposed algorithm on more number of tasks and VM pairs. This method considered multi-objective optimization scenarios for task scheduling in cloud computing systems to achieve globally optimal resource scheduling. Oddi et al.\cite{13} studied cloud resource allocation for heterogeneous virtualized cloud management agents. They proposed a resource allocation algorithm based on the Markov decision process to maximize the expected benefits of cloud management agents. Teng\cite{14} provided a new resource pricing and allocation policy. Experimental results proved the resource price would gradually converge to an equilibrium state through a dynamic game.

At present, research on cloud computing resource allocation based on queueing theory becomes a hot issue.
Table 1. Comparison among Three Deployment Patterns

<table>
<thead>
<tr>
<th>Deployment Pattern</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>private cloud</td>
<td>high security</td>
<td>high cost</td>
</tr>
<tr>
<td>public cloud</td>
<td>inexpensive, scalable on-demand</td>
<td>low security</td>
</tr>
<tr>
<td>hybrid cloud</td>
<td>reasonable cost, high disaster recovery</td>
<td>relatively low security</td>
</tr>
</tbody>
</table>

Many works have been published about the queueing theory, such as Ref. [19-22], and among others. Goswami et al. [19] constructed a queueing model with finite multi-servers, which controlled the number of virtual machines in real-time by cloud architecture. Nan et al. [20] considered resource optimization problems in the single-service case, the multiple-service case, and the priority-service case, respectively. They constructed a queueing model to characterize the service process in multimedia clouds and presented the relation between service time and resource allocation at different stages. Vilaplana et al. [21] obtained the relevant variables that the response distribution, customer arrival rate, number of servers, and service rate of a cloud system modeled on the M/M/m and M/M/1 queues. Recently, the strategic behavior of customers has evoked the interest of many researchers. Zhu et al. [22] proposed a two-tier cloud service system with a queue-length-based admission control mechanism and analyzed the equilibrium joining probability of customers' behavioral strategies. Interested readers can refer to Ref. [23-27]. Compared with Ref. [19-22], our contributions are listed as follows.

L-control strategy. Based on queueing theory, we propose several cloud resource control strategies and provide the most appropriate resource allocation scheme for the different service needs of companies. When the computing resources of a private cloud are sufficient or the level of job security requirements is relatively low, we use L-control strategy, arranging servers based on the available computing resources in the private cloud.

LOS$_1$- and LOS$_2$-control strategies. We design LOS$_1$-control strategy to send all high-security jobs to the private cloud. The level of security greatly meets the companies' compliance requirements, but the service is less efficient. In LOS$_2$-control strategy, most jobs with high-security requirements are sent to a private cloud, so companies’ risk levels can meet the regulations. However, companies need to invest in infrastructure costs to build orbit space.

(L,q)-control strategy. We propose the (L,q)-control strategy, where jobs with low-security requirements can be sent to the public cloud without waiting. Although more costly, the service is more efficient.

3 SEVERAL RISK CONTROL STRATEGIES FOR HYBRID CLOUD SYSTEMS

Traditionally, a private cloud is an in-house server. It provides the most secure guarantees for the quality of service. Public cloud services are provided by cloud service providers, which have lower costs but usually do not meet security compliance requirements. A hybrid cloud is a combination of public cloud and private cloud. To balance efficiency and security, most companies have started to adopt a hybrid cloud to request computing resources. In this paper, we propose several different hybrid cloud risk control strategies.

We consider a two-tier hybrid system, which consists of a private cloud and a public cloud. The private cloud offers finite computing resources, and we assume that the queue-length limitation of the private cloud is $L$. When the queue length of the private cloud does not reach the threshold $L$, we claim that the computing resources of the private cloud are available. When the queue length of the private cloud reaches the threshold $L$, companies rent a public cloud from a cloud service provider. Jobs arrive at the cloud service system according to a random process with intensity $\lambda$. Companies decide how to triage service requests to different servers, for example, public or private cloud servers, based on real-time information feedback from monitors. Intuitively, when the real-time queue length in the private cloud reaches $L$, the service request will be rejected by the private cloud. Then these jobs will be sent to different servers based on different security compliance requirements.

3.1 L-control Strategy

There is no need to classify the types of jobs when the security level is not too high or when there are sufficient computing resources in the private cloud. In these cases, we consider using L-control strategy to control the cloud service system. The hybrid cloud system with L-control strategy is described as follows (Figure 2). When a company receives a service request/job, the controller first checks the real-time queue-length feedback in private cloud from the monitor unit. If the real-time queue length in the private cloud is less than the threshold $L$, the cloud controller will send the job into the private cloud; otherwise, the arriving job will be sent to the public cloud.

As the private cloud is an in-house service system, companies have invested a lot of money upfront. Even if the utilization of the private cloud is less than 100%, the system also needs to be maintained. So it is reasonable to prioritize the use of private clouds. When the computing resources of a private cloud are large, it is able to satisfy most of the service requests. The fact that a very small proportion of jobs are sent to the public cloud does not affect the security compliance. When the computing resource load of the private cloud reaches the threshold level, jobs are sent to the public cloud for obtaining service resources. Short-term rental services in the public cloud adapt to short-term changes. There is no need to expand the computing resources of the private cloud to adapt to the
unstable demand, which will not waste resources on free time. For example, at the end of the year, companies need to generate year-end summaries for a large amount of data. Users can go directly to short-rent data statistical resources from public cloud service providers without the need for private cloud resource expansion.

At times of peak business, companies only need to rent services from cloud service providers for a short period of time. The companies can reduce their rentals to public clouds after peak demand periods have passed. The cost of architecting cloud systems can be reduced. However, due to the uncertainty of business needs, companies may not be able to rent a public cloud in time when business demand increases. So the efficiency of service may be affected. In addition, the controller will reject jobs with high-security requirements after the queue length in the private cloud reaches the threshold. As the level of security requirements increases, the security level may not meet the compliance requirements of the companies.

3.2 LOS₁-control Strategy

With the increased security compliance of a company, we categorize jobs according to their security requirements. A controller sends jobs with different security requirements to different servers to ensure that the company’s job security requirements are met. To state simplicity, a probabilistic method is used to describe the level of security requirements for the jobs. The percentage of jobs with high-security requirements among arrival jobs is q. The percentage of jobs with low-security requirements is 1-q.

We consider a hybrid service system with a private cloud and a public cloud with an orbit space (Figure 3). Before the controller sends jobs to different servers, it will classify those jobs according to their security level and then arranges suitable servers to serve them. When the private cloud has the available resources, this job is sent directly to the private cloud. Otherwise, the controller arranges servers according to the security type of the job. If the job has a low-security level, it will be sent to the public cloud; if it has high-security requirements, the controller will arrange for this job to stay in an orbit space, and then retry to join the queue in the private cloud with a rate of θ (called the retrial rate).

The controller schedules all jobs with high-security requirements to enter the private cloud. When computing resources in the private cloud are available, all jobs are sent to the private cloud; when computing resources are not available, jobs with high-security requirements are sent to the orbit space and then retry to join the queue in the private cloud with rate θ. These jobs are not sent to public cloud services, thereby reducing the cost that companies spend on public clouds. The orbit space provides opportunities for future access to services for jobs that may be lost due to a lack of computing resources. In addition, when the service resources of the private cloud are available, some jobs with lower security requirements can be sent to the private cloud, making full use of the private cloud’s computing resources. However, since we allow ordinary jobs to have access to the private cloud when the computing resources of the private cloud are available, the queue length in the private cloud will quickly reach the threshold L. As the number of jobs with high-security requirements increases, the time they spend in the orbit space also increases. Although the service security of the company’s business can be guaranteed, the efficiency of service and customer satisfaction decrease.

3.3 LOS₂-control Strategy

In this subsection, we consider the LOS₂-control strategy. In real-life situations, private clouds only accept service requests for jobs with high-security requirements when the number of jobs with high-security requirements is relatively low. Different from the LOS₁-control strategy, the orbit space is set on the private cloud in this subsection (Figure 4).
When the queue length of the private cloud does not reach the threshold L, jobs with high-security requirements will be sent to the private cloud with probability $q$, and low-security requests will be sent to the public cloud with probability $1-q$. However, the computing resources of the public cloud are not available until the queue length of service requirements in the private cloud reaches the threshold, thus service requests that are sent to the public cloud can only stay in an orbit space. These jobs that stay in orbit space retry to join the queue in the public cloud at a rate of $\theta$. It may immediately enter the public cloud when public cloud computing resources are available. In addition, when the real-time queue length in the private cloud is greater than the threshold $L$, all job requests can only be sent to the public cloud.

All computing resources in the private cloud are occupied by jobs with high-security requirements. When the number of jobs with high-security requirements is small, the computing resources of the private cloud can meet these job service requests. So the system’s security level can reach the company’s compliance. Instead of allowing private clouds to accept all service requests, the controller diverts these requests to be sent to the orbit space with a certain probability. So the available computing resources in the private cloud will reach the threshold later than in the public cloud with orbit space. However, since the computing resources in the private cloud are limited, jobs with high-security requirements are also sent to the public cloud for service when the computing resources in the private cloud are not available. As the number of jobs with high-security requirements increases, the security level of the system may not be able to meet the company’s security compliance. In addition, jobs with lower security requirements need to remain in the orbit space when private cloud computing resources are available. As a result, the service efficiency of these jobs may not be satisfactory, and jobs that remain in the orbit space require additional storage space from the system, which increases the cost of building the infrastructure for the company.
3.4 (L,q)-control Strategy

In this subsystem, we consider a so-called (L,q)-control strategy (Figure 5). To improve the service efficiency for low-security level jobs, the service resources of the public cloud may also be available when the queue length in the private cloud does not reach the threshold. The hybrid cloud system will classify these jobs by security level and then arrange them on different servers, which can be summarized as follows. When private cloud computing resources are available, the controller sends jobs with low-security requirements to the private cloud and jobs with high-security requirements to the public cloud. Otherwise, after the queue length in the private cloud reaches the threshold, all jobs are sent to the public cloud.

We need to measure the service efficiency and security requirements of the companies. If the wait time for low-security level jobs in the private cloud is too long to meet service efficiency requirements, the company should choose to rent a public cloud. When the queue length in the private cloud does not reach the threshold, the controller arranges jobs with low-security requirements into the public cloud to improve the service efficiency. Different from the L-control strategy, the (L,q)-control strategy allocates servers by security level rather than simply by the available resources of the private cloud. The computing resources of the private cloud are fully utilized by jobs with high-security requirements, which increases the effective utilization of the private cloud. For jobs with high-security requirements, they are prioritized to be sent to the private cloud. Only if the resources of the private cloud are not available will these jobs be sent to the public cloud service. If high-security requirement jobs are few, the private cloud can serve all the high-security requirement jobs. The level of system riskiness meets the compliance requirements of companies. Compared to LOS₂-control strategy, jobs with low-security requirements do not stay in the orbit space when the private cloud queue length has not reached L. However, companies need to purchase public cloud space in the beginning, which is relatively costly in terms of cost. The system needs to find a balance among service efficiency, cost, and security to help companies adopt the optimal control strategy for hybrid cloud system.

4 IMPLEMENTATION AND APPLICATION SCENARIOS OF RISK CONTROL

In this section, we consider the implementation of risk control and its application scenarios, and pointed out which system parameters can be adjusted to achieve risk control levels of companies.

4.1 Implementation of Risk Control

The implementations of risk controls for all strategies are described in this section. The risk control of the hybrid cloud model is achieved by adjusting different parameters in our proposed models.

L-control strategy. The lower the number of jobs served by the public cloud, the higher the security level of the hybrid cloud. Under the L-control strategy, job requests are sent to the public cloud only after the queue length in the private cloud reaches a threshold of L. Therefore, by adjusting the size of L, the efficient arrival rate into the public cloud can be controlled. In the case of lower security compliance, the larger the threshold of computing resources for a company’s in-house server, the less jobs are sent to the public cloud. As a result, the security risk of the cloud service system can be reduced.

LOS₁-control strategy. Under the LOS₁-control strategy, due to the setting of orbit space, all the jobs with high-security requirements are sent to the private cloud to receive the most secure service. The private cloud is the most secure server. If the computing resource threshold L of the private cloud is set higher, jobs with low-security requirements are also able to be sent to the private cloud even when
the queue length in the private cloud has not reached the threshold. In addition, after the queue length in the private cloud reaches the threshold, if the percentage 1-\( q \) of jobs with low-security requirements is less, the number of jobs sent to the public cloud will also decrease. Therefore, the risk control of the system can be guaranteed by setting an appropriate \( L \) and an orbit space.

L\(_0\)S\(_2\)-control strategy. Under the L\(_0\)S\(_2\)-control strategy, the system risk level is ensured by controlling the number of jobs served by the public cloud. Firstly, until the queue length of the private cloud does not reach the threshold, the jobs being served by the public cloud are the ones staying in orbit space. If fewer jobs are staying in orbit space, fewer jobs will be sent to the public cloud. So the system can control the percentage 1-\( q \) of jobs with low-security requirements to limit the number of jobs being sent to the public cloud. In addition, after the queue length in the private cloud reaches the threshold, all the jobs are sent to the public cloud. If the computing resource threshold \( L \) of the private cloud is larger, the queue length will reach the threshold level later. As a result, the number of jobs being sent to the public cloud will also decrease. The security risk of the system can then be assured.

\((L,q)\)-control strategy. Since the \((L,q)\)-control strategy differs from the L\(_0\)S\(_2\)-control strategy only in the existence of the orbit space, the system can adjust the same parameters to control the risk level. In the case of the availability of computing resources in the private cloud, the system controls the number of jobs being sent to the public cloud by adjusting the percentage 1-\( q \) of service requests with low-security requirements. In addition, the system can increase the queue threshold \( L \) for the private cloud, reducing the possibility of sending high-security requirements to the public cloud.

4.2 Mathematical Models and Computational Complexity Analysis

In this section, we present a brief model description for the proposed risk control strategies and analyze mathematical challenges that may exist for each model calculation. We throughout assume that the inter-arrival times of jobs/requests are independent and exponentially distributed with arrival rate \( \lambda \) and the service rate for the private (or public) cloud is \( \mu_1 \) (or \( \mu_2 \)). In addition, we assume system capacity of the private cloud is \( L \). Performance measures of the hybrid cloud are essential in analyzing the impact of various control strategies on the hybrid cloud. To derive the performance measures under various strategies, the hybrid cloud is modeled as different types of queueing systems. However, in this paper, we have only considered the model construction of the hybrid cloud as well as given only relatively simple system performance measures. We will concentrate on the detailed calculations of the hybrid cloud performance measures in future studies.

L\(_1\)-control strategy. Under the L\(_1\)-control strategy, the hybrid cloud system can be modelled as a two-tier queueing service system where the private cloud (or the public cloud) is characterized as an M/M/1/L queueing system with limited system capacity (or M/M/\( \infty \)) queueing system with infinite system capacity. Based on basic result of the M/M/1/L queueing (Gross et al.'s work\(^{[29]}\)), the steady state probability of having i jobs/requests in the private cloud is Equation (1):

\[
p_i = \frac{(1-\rho_1)\rho_1^i}{1-\rho_1^{i+1}}, i = 0,\ldots (1)
\]

Where \( \rho_1, \lambda / \mu_1 \). From Equation (1), the mean number of jobs newly arriving in the private cloud, \( N \), can be computed from Equation (2):

\[
N_i = \sum_{i=0}^{\infty} [p_i - \rho_1 - \rho_1^i - (1 - \rho_1)\rho_1^i], i = 0,\ldots (2)
\]

According to Little’s law, we get the mean waiting time of a job newly arriving in the private cloud can be expressed as follows:

\[
W_i = \frac{N_i}{\lambda}, i = 0,\ldots (3)
\]

In addition, from Equation (1), the probability that a job newly arriving is sent to the public cloud can be expressed as follows:

\[
p_L = \frac{(1-\rho_1)\rho_1^{i+1}}{1-\rho_1^{i+1}} (4)
\]

In the above, we have obtained various performance measures about the system. Based on the above results, we will further analyze how the managers can set optimal system capacity of the private cloud under the L\(_1\)-control strategy in the future.

L\(_0\)S\(_1\)-control strategy. Under the L\(_0\)S\(_1\)-control strategy, we also adopt an M/M/1/L queueing model to describe the private cloud. Similar to the model for L\(_1\)-control strategy, we can derive the steady state probability of having i jobs/requests in the private cloud, namely.

\[
p_i = \frac{(1-\rho_1)\rho_1^i}{1-\rho_1^{i+1}}, i = 0,\ldots (5)
\]

Based on the steady state probability distribution, the mean number of jobs newly arriving in the private cloud can also be obtained as follows:

\[
N_i = \sum_{i=0}^{\infty} [p_i - \rho_1 - \rho_1^i - (1 - \rho_1)\rho_1^i], i = 0,\ldots (6)
\]

\( W_i \) can be computed using Little’s law.

\[
W_i = \frac{N_i}{\lambda}, i = 0,\ldots (7)
\]

In addition, the number of jobs in the orbit space can be obtained by the balance equations. First, we use a pair \((I (t), N (t))\) to represent the state of the system at time \( t \), where \( I (t) \) and \( N (t) \) denote the number of jobs in the private cloud and the number of jobs in the orbit space, respectively. Obviously, \([I (t), N (t)], \Omega \) is a continuous time Markov chain and its state space \( \Omega = \{(i, j): 0 \leq i \leq L, j \in \{0\} \} \). Let \( p (i, j) \) be
the probability that \((I(t), N(t))\) stays at the state \((i, j)\). Then we will get the balance equations as follows:

\[
\lambda p(0, 0) = \mu_1 p(1, 0) \tag{8}
\]

\[
(\lambda + \mu_1) p(0, i) = \mu_i p(i + 1, 0) + \lambda p(i - 1, 1), i = 1, \ldots \tag{9}
\]

\[
(\lambda q + \mu_1) p(0, 0) = \theta p(L - 1, 1) + \lambda p(L - 1, 0) \tag{10}
\]

\[
(\lambda + \theta) p(0, j) = \mu_1 p(1, j), j = 1, \ldots \tag{11}
\]

\[
(\lambda + \mu_1 + \theta) p(i, j) = \mu_i p(i + 1, j) + (j + 1) \theta p(i - j - 1) + \lambda p(i - 1, j), i = 1, \ldots \tag{12}
\]

\[
(\mu_1 + \lambda q) p(L, j) = \lambda q p(L, j - 1) + (j + 1) \theta p(L - j - 1) + \lambda p(L - 1, j), j = 1, \ldots \tag{13}
\]

The calculation for solving the balance equations is complicated and may require the high-performance computers and advanced programming procedures. We ignore the corresponding mathematical calculation and focus on several risk control strategies and model construction for hybrid cloud. We derive various performance measures based on the steady-state probability distribution, such as the mean number of jobs in orbit space, \(N_{\text{orbit}}\) can be expressed as Equation (14):

\[
N_{\text{orbit}} = \sum_{i=0}^{L} \sum_{j=0}^{\infty} i p(i, j) \tag{14}
\]

LOS\(_2\)-control strategy. The hybrid cloud system with LOS\(_2\)-control strategy has been studied by Zhu et al.\(^{[22]}\). They derived relevant performance measures, such as the probability of having \(i\) jobs in the private cloud, the mean waiting time of a job newly arriving in the private cloud, the mean number of jobs in the orbit, the mean waiting time of jobs in the orbit and so on. Based on these performance measures of the system model, Zhu et al.\(^{[23]}\) further explored the conditional equilibrium joining probability of entering the private cloud when the public cloud is not open, and they determined the cooperatively optimal retrial rate and the noncooperatively optimal \((L, q)\)-controtrerial rate for a given queue-length information.

Under the \((L, q)\)-control strategy, the hybrid cloud system can be modelled as a two-tier queueing service system. In the system, the private cloud is characterized as an \(M/M/1/L\) queueing system with arrival rate \(\lambda\) and service rate \(\mu_1\), while the public cloud is characterized as an \(M/M/\infty\) queueing system with service rate \(\mu_2\). The arrival rate of jobs in the public cloud can be expressed as \(\lambda\) and \(\lambda(1-q)\). When the queue length in the private cloud is less than \(L\), the arrival rate of jobs in the public cloud can be expressed as \(\lambda(1-q)\). If not, the arrival rate of jobs in the public cloud can be expressed as \(\lambda\).

Then the steady state probability of having \(i\) jobs in the private cloud can be obtained as follows:

\[
p_i = \frac{(1 - \rho_2 q)(\rho_2 q)^i}{1 - (\rho_2 q)^{i+1}}, i = 0, \ldots \tag{15}
\]

Where \(\rho_1, \rho_2/\mu_1, \theta\) represent the state of the system at time \(t\) by a pair \((I(t), Q(t))\), where \(I(t)\) and \(Q(t)\) denote the number of jobs in the private cloud and the number of jobs in the public cloud, respectively. Then we will get the following balance equations as follows:

\[
\lambda p(0, 0) = \mu_1 p(1, 0) + \mu_2 p(0, 1) \tag{16}
\]

\[
(\lambda + \mu_1) p(0, i) = \mu_i p(i + 1, 0) + \lambda p(i - 1, 1), i = 1, \ldots \tag{17}
\]

\[
(\lambda q + \mu_1) p(L, 0) = \theta p(L - 1, 1) + \lambda p(L - 1, 0) \tag{18}
\]

\[
(\lambda + \theta) p(0, j) = \mu_1 p(1, j) + \mu_2 p(0, j + 1) \tag{19}
\]

\[
(\lambda + \mu_1 + \theta) p(i, j) = \mu_i p(i + 1, j) + (j + 1) \theta p(i - j - 1) + \lambda p(i - 1, j), i = 1, \ldots \tag{20}
\]

\[
(\mu_1 + \lambda q) p(L, j) = \lambda q p(L, j - 1) + (j + 1) \theta p(L - j - 1) + \lambda p(L - 1, j), j = 1, \ldots \tag{21}
\]

It should be feasible to obtain the performance measures of the hybrid cloud based on the balance equations. After solving the Equations (16-21), we can get the steady state probability of the system, but it is complex to calculate these equations. We can use the matrix analytical method to solve these equations, which is our future work.

4.3 Application Scenarios

For different types of businesses in terms of quantity, security compliance, and service efficiency requirements, the strategies proposed in this paper are suitable for different scenarios. When a company has a low level of job security requirements or when the private cloud computing resources are sufficient, it can use the L-control strategy. The system does not classify jobs and selects to use public cloud computing resources only when private cloud computing resources are not available. The company uses the LOS\(_2\)-control strategy when it needs the highest security compliance and lower service efficiency requirements for high-security jobs. All jobs with high-security requirements are sent to the private cloud, so this is the safest strategy. However, some jobs need to stay in orbit space, so their services are less efficient. Because the higher the percentage of jobs with high security requirements, the fewer jobs are sent to the public cloud. In order to achieve higher security compliance, the
company can choose to adopt LOS₂-control strategy. If the company has a high requirement for service efficiency, it should select the (L,q)-control strategy that does not set orbit space. The following table is a summary of the scenarios where the different strategies are applicable (Table 2).

5 CONCLUSIONS AND FUTURE WORKS
In this paper, we have summarized the advantages and disadvantages of public, private and hybrid clouds. By contrast, hybrid clouds are better suited to meet efficiency and security needs. We focused on risk control strategies for hybrid cloud service systems. Most of the previous literature has not considered specific risk control strategies. This work proposed four risk control strategies for different situations to help companies with risk control, namely, L-control strategy, LOS₂-control strategy, LOS₅-control strategy, and (L,q)-control strategy. We compared the advantages and disadvantages of these control strategies and provided corresponding application scenarios. This paper did not investigate the specific computation of each control strategy but simply gave several ideas for risk control for hybrid service systems. For future works, we list the following issues.

Based on our proposed models, we will explore various performance measures of these systems to obtain optimal strategies. How should the volume of the private cloud be set? How to control the arrival rate in the public cloud? In addition, we will consider the behavioral strategies of customers and explore the optimal strategies of customers in cooperative and non-cooperative cases, respectively.

Customers and service providers are different stakeholders. There will be market competition between them. The equilibrium after the dynamic game between customers and service providers is worth studying.
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