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Abstract
This contribution aims to evaluate and analyze the significance of coupling models in the operation 
of intelligent electromagnetic (EM) energy procedures for complex systems (CSs). It encompasses 
strategies for coupling CSs models, reviews of coupled and reduced models, intelligent supervision 
and management of CSs models in EM energy procedures, and their applications.The article begins by 
introducing the supervision and management of EM CSs. It delves into the governing equations of the 
EM phenomenon, providing a detailed explanation. The coupling of the EM phenomenon with other 
physical phenomena in external components is then analyzed and reviewed. These components are 
interconnected and together form a CS in the EM energy procedure. The coupling of equations gov-
erning the external phenomena with those governing the EM phenomenon is elaborated upon. Subse-
quently, the article presents intelligent supervision of EM energy procedures for both simple systems 
and CSs. For CSs, the concept of a digital twin and the concept of pairing in automated procedures are 
thoroughly analyzed and discussed. Following this, the management of CSs models in energy proce-
dures is examined. This includes the adaptation of complete coupled models to optimize control speed 
in the procedure, which is analyzed and considered through the concept of model reduction. Finally, 
the article focuses on applications of CSs in EM energy procedures, particularly in the context of elec-
tric and intelligent vehicles and their management.

Keywords: complex systems, electromagnetic, smart procedures, models coupling, supervision, mod-
el managing

1 INTRODUCTION 
Complex systems (CSs) have emerged as a prominent 

area of research, encompassing a wide range of disciplines 
including natural sciences, engineering, social sciences and 

societal concerns. They manifest complexity in diverse do-
mains,from natural sciences as neuroscience[1] and Earth’s 
climate[2], to space vehicles[3] , computer vision[4], fair divi-
sion economics[5], game theory of strategic interactions[6] 
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and political science[7].

CSs exhibit intricate and nonlinear behaviors, consisting 
of interconnected subsystems. CSs exhibit variability across 
vast spatial and temporal scales, with dynamic phenomena 
at different scales influencing one another. Therefore, the 
spatial and temporal multiscale nature is a defining cha-
racteristic of CSs and plays a crucial role in understanding 
complexity. These sytems present dissipative arrangements 
generated resulting from non-linear energy exchanges that 
impact the relationship between materials, data, and their 
environment. Analyzing CSs from a multiscale perspec-
tive involves exploring connections between phenomena 
at different scales, understanding the interplay of distinct 
governance mechanisms, examining the coupling between 
spatial and temporal structural variations, and addressing 
concerning phenomena that occur within CSs. To tackle 
these challenges, a multiobjective variational formulation 
can be employed to study and analyze CSs.

Coupling in CSs can be approached using two distinct 
methodologies[8]. The first is a model-centered method, 
which assumes prior knowledge of the physical mecha-
nisms that drive the complex phenomena and their inter-
action relationships. The other is a model-free methodol-
ogy that relies on statistical estimates of dependence. It 
disregards the specific physical mechanisms and instead 
analyzes the characteristics of the data and their probability 
distributions.

In recentenergy procedures, CSs play a crucial role, par-
ticularly in relation to electromagnetic (EM) energy[9]. So-
phisticated control tools supervise these procedures, which 
operate judiciously[10]. The performance of control systems 
in these cases relies heavily on the accuracy of the system 
model. The modeling of EM systems, which are often as-
sociated with other phenomena, requires considering the 
interactions among all these phenomena. The precision of 
the system model, necessary for the control, requires the 
coupling of the different involved phenomena[11]. However, 
this coupling can be complex due to the nonlinearities in-
volved, resulting in increased computation time, which is a 
disadvantage for real-time control. Actually, the model na-
ture of a system involved in an automated energy procedure 
depends on two factors, the closeness to the reality and the 
computing time needed for its execution. Indeed, a precise 
model with small computing time permits a swift control 
with minimum iterations, which corresponds to an optimal 
control of the procedure. The conduct of such process is 
influenced by the sensors, control and system model. The 
characters of these elements directly affect the procedure 
real time matching. Balancing the trade-off between model 
precision and computation time depends on the complexity 
of the system and the matching technology used. In such 
cases, a numerical strategy for model reduction should be 
employed. In such a case, a model reduction numerical 

strategy should be practiced[12,13]. Such reduction is intended 
to maintain key aspects of the overall system behavior. It is 
important to note that model coupling primarily pertains to 
the physical phenomena involved, whereas model reduc-
tion is mainly concerned with numerical strategies. Such 
reduction aims to conserve accuracy while only affecting 
unnecessary numerical portions of the model[14].

Numerous studies have been conducted in the field of 
CSs. However, this proposed contribution distinguishes 
itself from existing literature by presenting a comprehen-
sive strategy for each aspect of the topic. The objective of 
this work is the evaluation and the analysis of the coupling 
of models of CSs within the framework of intelligent EM 
energy procedures. This involves a strategy of coupling of 
CSs models as well as a review of coupled and reduced 
models, intelligent supervision and management of CSs 
models in EM energy procedures and their applications fo-
cusing on electric vehicles.

The content of the paper is summarized in this sense. In 
the second section, the supervision and management of EM 
CSs will be introduced. The third section details the govern-
ing equations of the EM phenomenon. In the fourth section, 
the coupling of the EM phenomenon with other physical 
phenomena involved in external components will be illus-
trated and reviewed. These components are associated and 
form a CS in the EM energy procedure, the coupling of the 
equations governing the external phenomena with that of 
the EM is detailed and conferred. The fifth section exposes 
the intelligent supervision of EM energy procedures for 
simple and complex cases. For the case of CSs, the concept 
of digital twin (DT) and pairing in automated procedures 
are analyzed and conferred. Section six studies the manage-
ment of the models of CSs in the energy procedures. The 
adaption of the complete coupled model, to optimize the 
speed of control of the procedure, will be analyzed and con-
sidered through the notion of model reduction. The seventh 
section presents applications on CSs in EM energy proce-
dures focusing on electric and intelligent vehicles and their 
managements. The final section discusses different details 
relative to the questions treated in the paper sections. The 
conclusions summarize the contributions of the study and 
offer recommendations for further research. 

2 SUPERVISION AND MANAGEMENT OF EM 
CSs

Modern energy procedures have become crucial in our 
daily lives, and these procedures increasingly rely on smart 
automated processes. heavily relies on advanced computer 
and mathematical tools that are available. These sophis-
ticated tools enable real-time simulation of the physical 
properties of the systems, which is essential for effective 
control and management. However, the complexity of the 
systems and the need for accuracy often result in high com-
putation times, particularly in time-based models. Such len-
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gthy computations are not suitable for meeting the real-time 
requirements of the control system. Therefore, it is necessa-
ry to develop compact and efficient models that accurately 
represent the system’s behavior.

The main challenge is to capture the complexity of the 
system while minimizing uncertainty in a fast and efficient 
computational process. This challenge is related to the need 
for both an enhanced physical model and a compact nume-
rical model. The enhancement of the physical model fo-
cuses on ensuring its accuracy, while the compression of the 
numerical model aims to eliminate unnecessary computa-
tional overhead. These two objectives are not contradictory 
but rather complementary. The resulting managed models 
encompass both the components of the complex system 
and the behaviors of their environment. The intelligent su-
pervision and management procedures act on the dynamics 
of the entire controlled system, including its components, as 
well as the sensors and actuators involved.

To address the supervision and management of EM sys-
tems, the following sections will discuss various aspects. 
These include the coupling models of complex systems 
in EM energy procedures, which involve the governing 
equations of EM phenomena. The intelligent supervision of 
EM energy procedures will also be explored, focusing on 
advanced control techniques. Additionally, the management 
of complex system models in energy procedures will be 
discussed, emphasizing the need for efficient and accurate 
models. Finally, the paper will conclude by presenting ap-
plications of complex systems in EM energy procedures, 
highlighting their practical implications.

3 GOVERNING EQUATIONS OF EM PHENOM-
ENA

Regarding coupling models of CS in EM energy 
procedures, the main EM occurrence governing equations 
correspond to the Maxwell Equations[15] in their most 
common form that is the basic full-wave EM formulation, 
characterizing the EM fields involved in EM energy 
procedures are given by: 

In Equations (1)-(4) H, E and B, D are the magnetic, 
electric, respectively fields and inductions, A and V are the 
magnetic vector and electric scalar potentials. J and Je are 
the total and source current densities, σ is the electric con-
ductivity and ω is the radial frequency pulsation. The sym-
bol ∇ is a vector of partial derivative operators, and its three 
possible inferences are gradient (product with a scalar field), 
divergence and curl (dot and cross products, respectively, 
with a vector field). The magnetic and electric behavior 
laws between B/H and D/E are denoted respectively by the 

permeability μ and the permittivity ε.

The solution of these equations, which exhibit in general 
nonlinear behaviors, needs numerical analysis treatments. 
Moreover, the geometrical complexity of system structures, 
which strengthens the spatial effect of material nonlinearity, 
imposes the use of discretized methods, as e.g. finite 
elements[11], for equations solutions.

4 MODELS COUPLING IN CSs IN EM ENERGY 
PROCEDURES

A compound system is comprised of multiple subsys-
tems, and when these subsystems exhibit interconnected 
behaviors, the compound system is considered a CS. Such 
interconnected behaviors exhibit an interdependent nature 
amplified by the spatial nonlinearity and temporal behav-
iors of the different involved phenomena. This corresponds 
to the spatial and temporal multiscale character of CSs. In 
CSs, phenomena with interdependent nonlinear behaviors 
and similar time constants (TC) are strongly coupled. This 
means that their equations need to be solved simultaneously 
at a local level. On the other hand, if phenomena exhibit in-
dependent linear behaviors and have distant time constants, 
they are not coupled and can be solved separately through 
individual equations. In cases where the phenomena lie 
between these two situations, they are weakly coupled, and 
iterative solutions are generally required. Due to the nonlin-
ear behaviors and complex geometries of the systems con-
cerned, the equations of the different phenomena are solved 
using discretized methods such as finite elements. The final 
discretized solution involves the different local cell (element) 
values of the variables and parameters of the equations 
using matrix calculations. In the case of weakly coupled 
phenomena, separate matrix calculations are iteratively 
performed. However, for strongly coupled phenomena, a 
simultaneous solution is achieved using the same matrix 
calculation.

Regarding the case of EM procedures examples, of 
strongly coupled solutions could be found[16-19], and of 
weakly coupled solutions[20-22]. The details of the scenarios 
and their model implementation of these different coupled 
models could be found in Ref.[16-22].

Note that these coupled phenomena concern generally 
behaviors in EM systems but can be intrinsic to particular 
materials (smart materials) as e.g., magnetostrictive, elec-
trostrictive, shape-memory and thermoelectric[23-26].

 
We will then consider in EM procedures, the external 

phenomena most often associated with EMF phenomenon, 
namely electrical, mechanical and thermal.

4.1 Circuits Electric Phenomenon
The next relation between the voltage (v) and current (i) 

can represent an external electric circuit in general:
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In Equation (5), r is the electric resistance of the circuit, 
L is a linear inductance, C is a capacitance, ᴕ is a non-linear 
voltage drop (e.g. a semiconductor component) in the cir-
cuit and Ψ is a flux linkage relative to associated magnetic 
circuit. In coupled EMF system with an external electric 
circuit, Equation (5) should be solved with Equations (1)-(4), 
see[11,16,17]. In Equations (1)-(5), the electric and magnetic 
phenomena have TCs of relatively small and closed values 
and exhibit nonlinearities by ᴕ and μ. As mentioned before, 
these equations should be solved simultaneously in a strong 
coupling accomplishment.

4.2 Mechanical Phenomenon 
The relation of the force and the displacement and/or its 

time derivatives (speed and acceleration) generally charac-
terizes the equations involved in mechanical phenomena. 
The form of equations, depends on the application, see e.g. 
section 4.4. The mechanical phenomena equation will be 
solved simultaneously with Equations (1)-(4) or Equations 
(1)-(5) if an electric circuit is involved. The solution is, as in 
section 4.1, of strong coupling nature due to the closeness 
of mechanic, magnetic and electric TCs and involved non-
linearities; the relation between displacement and magnetic 
force is often nonlinear. Such coupling situations could be 
found in Ref.[11,18,19].

 
4.3 Thermal Heat Transfer Phenomenon

Thermal phenomena are generally governed by thermal 
heat transfer equation:

In Equation (6), c is the specific heat, ρ is the material 
density, k is thermal conductivity, T local temperature, Pd is 
the external heat source, corresponding in the case of EM 
involvement, to the power loss (dissipated) density and ∇·(k 
∇T) represents simple heat equation in differential form.

In case of association of the thermal phenomenon with 
that of EMF, the source of heat Pd in Equation (6) is deter-
mined from Equations (1)-(4) and plays the role of cou-
pling. Its expression function of EMF depends on heated 
matter nature, electric conductor or dielectric. Note that the 
relative values of these two natures are strongly dependent 
on the EMF frequency, for low frequency (such that σ>>ω.ε) 
the conducting nature is dominant while for high frequency 
(such that σ<<ω.ε) the dielectric one is. The two corre-
sponding expressions are respectively:

In Equations (7) and (8), E is the peak value of the elec-
tric field and ε″ is the imaginary part of the complex permit-
tivity of the material that characterize dielectric losses.

The coupling of Equation (6) and Equations (1)-(4) is of 
the weak type because the thermal phenomenon TC is very 
high relative the EMF one. As mentioned before, the solu-
tion will be of iterative type[11,20-22,27].

 
4.4 Study Case Example of Coupling Strategies

Considering a simple demonstrative example of a school 
case (not from the terrain) shown in Figure 1, consists of a 4 
compound system comprising 3 interacting subsystems and 
an independent one, the whole working together as a CS. 
It contains two magnetic circuits; one is fixed of magnetic 
non-conducting material while the other is mobile of mag-
netic conducting material. An external electric circuit excites 
the fixed magnetic part, which yield a magnetic force at-
tracting the mobile part (linked to fixed damper and spring) 
provoking its displacement that ending by attaching the 
two magnetic parts (magnet). The closure of the combined 
magnetic circuit triggers an independent EM heating process 
producing temperature rise in an object (see Figure 1).

This corresponds to a two-phase EM procedure, where 
the first phase involves strongly coupled electric-magne-
tic-mechanical phenomena, while the second phase consists 
of weakly coupled EMF-thermal phenomena. In the first 
phase, When an external electric circuit applies a voltage 
“U”, the current “I” increases and the moving part is attrac-
ted by the magnetic force exerted by the fixed magnetic  
part. As a result, the air gap between the two magnetic parts 
decreases until it is completely closed, causing the current 
to reach a constant value. This phase primarily focuses on 
the interaction between the electric, magnetic, and mechani-
cal components[28]. Once the magnetic circuit is closed, the 
second phase begins, involving an independent EM source 
that initiates a heat process. This heat process modifies the 
properties of the heated material. In this phase, the behavior 
of the heated material, including thermal conductivity and 
specific heat, exhibits nonlinear characteristics with respect 
to temperature. The spatial variations resulting from these 
nonlinearities differ between the two phases. The coupled 
phenomena observed in these electro-magneto-mechanical 
systems in the first phase and the EMF-thermal system in 
the second phase exhibit distinct nonlinear behaviors with 
different spatial and temporal scales, which are characteris-
tic features of CSs.

The equations governing the first phase are Equations 
(1)-(4) and Equations (9) and (10) in a strong coupling, 
while the second phase is governed by (Equations (1)-(4), (6) 
and (7) or (8) ) in a weak coupling.

In Equation (9), X is the displacement, Fmag and Fext 
magnetic and external forces, m, g and q are the mass of the 
moving part, the damping coefficient and the stiffness of the 
spring, respectively. Note that Equation (10) is a particular 
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Figure 1. Study case of a strong coupling (electric-mag-
netic-mechanic) and a weak coupling (EMF-thermic) in in-
terconnected and independent subsystems respectively.
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between components - simultaneous treatments).

5.1 Supervision of EM Simple System Procedures
Recent energy usages related to an EM system, habitually 

practice automated procedures to command and enhance its 
performance. Such procedures manipulate as input measures 
flow amounts determined by sensors regarding particular 
functioning variables and parameters. Yet, these determina-
tions can be challenging or unfeasible. Then, estimation can 
be practiced in such case. The command processes exploit 
the input measurements or estimations to exercise feedback 
orders to system control. These processes as well as estima-
tors utilize arithmetical models typifying the actual system. 
The features of such model and the estimation precision act 
an essential role in the outing of automated procedure. As 
mentioned earlier, we need in general in a supervised energy 
procedure, a compromise between model fidelity and con-
trol swiftness. Several investigations have proposed such 
deal between accuracy of model and matching swiftness by 
fulfilling, further advanced processes, on dedicated implant-
ed controller boards. Actually, in automated procedures, 
various types of state filters, controllers and observers, are 
available as estimators. The controller robustness is fortified 
by means of adaptive methodologies. Large - capacity mi-
crocontrollers know how to expand controller board strategy 
and software required for appraisal, which iteratively ends 
by matching instantly[30-37]. The general illustration of such 
automated procedure is shown in Figure 2. An application 
case of interactive autonomous image guided drug release 
system was illustrated in Figure 3.

Besides, a more complete model technique can be 
adapted by reduction strategies thru precision conservation 
approaches[38-41].

5.2 Supervision of CS Procedures
We have mentioned before that the degree of complexity 

can be classified according to interactions as simple, 
complicated and complex. In such classification, only 
the two last situations are mostly involved in CSs. The 
difference between these situations is that complicated 
procedure does not alter its conduct while complex one is 
adaptive. Thus, the identification of the initial conditions in 
the first situation allows the prediction of its consequences 
whereas in the complex one, similar initial conditions can 
provoke contrasting results, depending on the interactions 
of the system-involved components. Complex adaptive 
systems can be met in numerous circumstances comprising 
fabricated and natural cases, e.g. human brain, which is the 
highest complex organization in the universe. Complexity 
can be related to numerous contributors, several 
organizational structures, or different stages that require 
to be supervised in a process. Complexity and CSs are the 
subject of numerous investigations[42-45].

The predictableness and control facility of complex 

case of Equation (5).

For more references on coupled models[11] and details 
of the scenarios and their model implementation of the dif-
ferent coupled models could be found in the different cited 
references[16-28].

5 SMART SUPERVISION OF EM ENERGY PRO-
CEDURES

In the next subsections, we will discuss the supervision 
of energy procedures in the two cases of EM simple and 
CSs. A simple system denotes in general one EM device 
for which the automated procedure uses a simplified model 
for the control and the estimation of the unmeasurable pa-
rameters or variables. A CS, such as described in section 4, 
presents interconnected behaviors exhibiting an interdepen-
dent nature strengthened by the spatial nonlinearity degrees 
as well as the temporal behaviors of the different involved 
phenomena. The rating of such interdependence correlates 
the degree of complexity, which may be classified in rela-
tion to interactions[29]. According to increasing complexity, 
three types of connections between components or phe-
nomena could be considered, simple, complicated and 
complex. The former behaves directly (without interaction), 
the complicated is linear and loosely coupled (buffering be-
tween components step-by-step treatments with only inter-
actions with adjacent steps) while the complex interact with 
tightly coupled links (immediate connection and interaction 
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Figure 2. Conceptual representation of iterative matching in automated system. 
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Figure 3. Interactive autonomous image guided implanted drug release iterative matching.

dynamical procedures are defying as shown in the last 
paragraph. Thus, supervision of the involved compound 
phenomena can be accomplished by performing the Inter-
net of Things (IoT) that run-through strongly in the physical 
space through, pure immediate data assembling (see Figure 
4), or computer-aided engineering (CAE) means built on 
achieved models implying the systems in their environ-
ments, which focuses completely on the mathematical 
terrain. On the other hand, it is crucial to pacify and restrain 
the unsuitable and unsolicited comportments that appear in 
these complex procedures. Achieving such, an aim requires 
a matching observation-model twin applied in the appropri-
ate procedure[46].

A visual representation of this matched twin concept 
can be depicted in Figure 5. This twin distinguishes itself 
from both IoT and CAE by focusing on both the physical 
and numerical domains. The twin requires the utilization of 
sensing capabilities on the observation side, computational 
capabilities on the model side, and data processing and 
control through the links connecting the two sides. On the 

observation side, various sensors are employed for detection 
and recognition of physical phenomena. On the model side, 
computations encompass prediction, optimization, diagno-
sis, simulation, and other related tasks. These computations 
can leverage both learned data and sensor communication 
to enhance their accuracy and effectiveness. The linkage 
between the observation and model sides is bidirectional. 
The observation side processes sensor measurements and 
provides the processed data to the model side. Conversely, 
the model side generates command and control data that are 
transmitted back to the observation side.

5.2.1 DT Concept 
The described twin (Figure 5) reports to the DT. Grieves 

and Vickers[46] initially reported the notion of DT in 2002. 
It is characterized by a valuable two-way give-and-take 
amongst the mimicked and physical spheres. The three con-
stituents of a DT are a paired observable, a real-time simu-
lated digital component, and their measuring, treating, com-
manding, and pairing linkages. The physical side adjusts its 
comportment in harmony with the instructions formulated 



Innovation Forever Publishing Group Limited 7/12 J Mod Green Energy 2024; 3: 2

https://doi.org/10.53964/jmge.2024002

Figure 4. Scheme of IoT integrated in physical space thru, immediate data assembling.
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Figure 5. Schematic supervision of EM energy procedure through “observation vs. modeling matching” of its CS.
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by the virtual side, while the last accurately reproduces the 
real state of the first. Hence, the DT offers an elegant rela-
tionship between the real and virtual wings[47]. Indeed, it is 
an online bidirectional linked pairing process, observation 
corrects the virtual mistake and the latter amends the data of 
the first. Such iterative succession guides to a more clever 
alliance.

 
The concept of DT is generally used for predictive smart 

maintenance, performing evaluation, fault detection, and 
products design. This calls different fields and innovative 
industrial approaches such as equipment fabricating, 
motorized ground transport, space and aircrafts, energy 
and services, healthcare and consumer products. Abundant 
works have been reported in literature involving different 
applications in these topics[48-63].

5.2.2 Matching in DT 
A significant trait of DT is its capacity to reproduce the 

physical properties of the system online, as discussed in the 
previous section. However, this capability heavily relies on 
the mathematical methods employed, which often require 
significant computation time, especially in time-domain si-
mulations. This poses a challenge for meeting the real-time 
requirements of the DT, particularly in the case of complex 
automated systems. Therefore, there is a need to develop 
accurate and efficient models that can be quickly executed. 
One potential solution is to employ model reduction tech-

niques for systems and control. These techniques allow for 
the creation of compact behavioral models based on simu-
lation data and priori knowledge of the system. 

Such a solution seem to be one of the promising practic-
es to attain the crucial objective of DT for plentiful industri-
al requests[38,39].

6 MANAGING OF CSs MODELS IN ENERGY 
PROCEDURE 

Following to the analyses of sections 4 and 5 relative 
to respectively, EM complete accurate models of CSs and 
smart supervision of concerned EM energy procedures, the 
models employed in the latter have to be managed. These 
concern both the CS components and the behaviors of their 
environments. Indeed, the smart supervised procedure acts 
on the dynamics of the all-inclusive controlled involved 
arrangement, which comprises the system components as 
well as the detecting and acting devices. 

 6.1 Model Reduction in CSs
As discussed in section 4, complete system models are 

necessary to authenticate the characteristics, functioning and 
physical consistency of simple or CSs involved in energy 
procedures. The expansion in system complexity makes the 
models more intricate and hence amplifies the computation 
time. Model reduction exercises can progress a diminution 
in such time, while maintaining sufficient accuracy. The 
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essence of model reduction is to keep only, the physical 
manifestations and quantities of significance, in a model 
of high sophistication, permitting a modest model that can 
“hopefully” be executed more efficiently. Conditional on the 
character of challenging and the territory of study, different 
model reduction methods are recommended[10-14,38-40]. In the 
energy procedure, in addition to the reduction of the CS 
model, the involved dynamics control model should as well 
be reduced.

 
6.2 Model Reduction of Procedure Dynamics Control 

Model reduction practices are utilized in procedures and 
command sphere for the analysis of dynamical schemes and 
the achievement of feedback supervisions. Currently, the 
objective of the controller approach is to regulate the system 
dynamics to attain the requested comportment, e.g., smooth 
irregular schemes, supervise a reference trace or abolish 
external disturbances happening in a procedure. These man-
agement strategies are engaged in a wide-ranging diversity 
of troubles, involving mainly electrical and EM procedures. 
These utilizations assign the shared objective of functioning 
with procedures typified by inputs and outputs. More pre-
cisely, several actuators performing the job of inputs, affect-
ing the procedure dynamics and several sensors acting the 
task of outputs are involved in such utilizations. It is central 
to have a correct model of such input-output comportment. 
However, the controller design, which is employed online, 
entails model order reduction. In this case, the relative mod-
el reduction techniques therefore manage to come close 
to the input-output behavior of a high-order model. Thus, 
one can use techniques that maintain the stability of the 
high-order model and provide a bounded error, which offers 
a direct assessment of the mark of the lower-order model. 
Many works[64-70] have been published in this field.

7 APPLICATIONS ON CS IN EM ENERGY PRO-
CEDURES

Numerous applications on the supervision of CSs proce-
dures have been reported in the literature as the examples 
discussed in section 5.1. These applications cover many 
topics involving energy applications. As EM energy is 
employed largely in many daily life domains, it is obvious 
that an important part of the mentioned application topics 
of supervision of CSs uses partially EM energy. Several 
examples utilizing EM energy correspond to numerous 
complex procedures using monitoring actuation. The in-
volved actuators utilize EM energy. Applications examples 
are sustainable intelligent manufacturing, machine tools, 
accurate personalized medicine etc. A typical detailed ex-
ample is image-guided robotics for surgical interventions 
and restricted delivery of implanted drugs under minimally 
invasive conditions. The main control in such CS concerns 
the actuators involved in the robot. These actuators utilize 
EM energy. Besides, many works[60,63] are directly related 
to EM energy. For the illustration of the importance of the 
strategies of supervision of CSs in the domain of EM ener-

gy procedures, we will consider the example of electric and 
intelligent vehicles and their managements. This example 
exhibit progresses in mathematical modeling, dynamics 
analysis, intelligent control, and diagnosis in vehicle en-
gineering. This comprises diverse characteristics such as 
vehicle state monitoring, battery supervision arrangements, 
autonomous steering control, driver assist tools, electronics, 
electric drive structures, electric grid relates, security and 
health protection. These characteristics reveal a multicom-
ponent system relating intelligent automated procedures 
that necessitate accurate and compact models. For example, 
an intelligent vehicle possesses enriched perception and 
reasoning. These are insured via a multicomponent system 
involving radar sensors, laser scanners, cameras and actuat-
ing devices that allow the automation of driving tasks such 
as the vehicle state monitoring and autonomous steering 
control.

Cases concerning principally dynamics control exist in 
literature[71-73]. Situations inferring energy transition and 
incorporation in power schemes can be attained[74-78]. Con-
sidering management of battery charging, many works[79-86] 
are existing. In view of renewal energy capabilities in 
charging control, see Ref.[87-89]. Regarding electrically 
powered motor diagnostics and optimization, see Ref.[90,91]. 
About applications of wireless charging of battery in cases 
of stationary, on road and underwater vehicles, see Ref.[92-96] 
as well as[97,98] for the control of health safety allied to these 
charging devices.

8 DISCUSSION
In this contribution, the evaluation and analysis of the 

coupling of models of CSs within the context of intelligent 
EM energy procedures have highlighted the importance of 
considering and examining such coupling to effectively ma-
nage smart supervised procedures. Several key points are 
discussed:

(1) Observation-Virtual Pair: The characteristics of the 
observation-virtual pair are discussed, with “observation” 
referring to sensory inspection, measurement, or maneu-
vering, and “virtual” indicating exploration, scientific mo-
deling, or forecasting. When both elements of the pair are 
precise, they complement each other. This pairing quality 
can be leveraged for fine-tuning. If one element is uncer-
tain or doubtful, it can be corroborated or rectified by the 
other. This mirroring approach can help address confidence 
issues[99]. An example is given of image-guided robotics in 
surgical interventions, where a physical copy of the patient 
is used alongside a digital procedure model, allowing for 
self-corrected behavior through matching and adjustment 
between the real and virtual sides. (2) Historical aspect of 
the DT concept[100]: The historical aspect of the DT concept 
is touched upon. It is noted that the term DT was introduced 
by M. Grieves in 2002, but similar concepts existed earlier. 
In 1993, Gelernter[101] discussed the potentials of software 
that exemplify a portion of reality in “Mirror Worlds”. 
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NASA also used complex models for spacecraft security 
control before that[102]. The astonishing explosion of the ox-
ygen container of the Apollo 13 mission then disturbed this 
in 1970[103]. After this disaster, the mission changed a num-
ber of high-reliability emulators to adapt them to the real 
situations of the scratched spacecraft and employed them 
to land securely[104]. This was probably one of the main real 
uses of a DT. This implied a number of fundamental charac-
teristics of a DT, although it was not a well-known concept 
in 1970. (3) Complexity in characterizing CSs: The notion 
of complexity in characterizing CSs is discussed. It extends 
beyond the physical interconnectedness of different compo-
nents with nonlinear behaviors, spatial and temporal scales, 
and dynamics. The mathematical interaction between the 
corresponding models is complex, and the complexity of 
the coupled model increases with the complexity of the real 
system. The coupled behavior is correlated with the control 
of different components of the CS due to the matching 
between the real CS and the virtual model. (4) Physical 
phenomena coupling: The coupling of physical phenomena, 
whether strong or weak, can be attributed to material func-
tionality, intrinsic functioning of a system, or the interaction 
of different systems. Material functionality is associated 
with smart materials such as magnetostrictive, electrostric-
tive, shape-memory, and thermoelectric materials. The cou-
pling can be strong or weak depending on the linear beha-
vior or distant time constants. Intrinsic system functioning 
involves a principal governing phenomenon and secondary 
phenomena, which can be desired or unwanted events. The 
interaction of different systems characterizes CSs, and the 
coupled behavior is influenced by the operational control 
of the CS. (5) Model reduction: The concept of model re-
duction is discussed, emphasizing that the chosen strategy 
depends on the nature of the application. Model reduction 
aims to maintain sufficient accuracy by retaining significant 
physical manifestations and quantities while discarding less 
important details. The attributes to be preserved differ for 
each application, and there is no universal strategy for mo-
del reduction.

9 CONCLUSION
In this contribution, the assessment and the analysis of 

the coupling of models of CSs in the context of smart EM 
energy procedures has been achieved. The exploration of 
various issues related to this assessment has revealed the 
constant evolution of this topic. 

The importance of the following questions has been 
highlighted: the coupling of EM phenomena with other 
physical phenomena, the integration of CS components, 
intelligent supervision of EM energy procedures, the concept 
of DT, pairing in automated procedures, management of CS 
models, optimizing matching speed in automated procedures, 
the notion of model reduction, and the management of 
electric and intelligent vehicles. These questions are relevant 
to various industries, the medical sector, the security field, 

and researchers in different domains.

Based on the discussions, the following concluding re-
marks can be summarized:

(1) The complexity of the real system determines the 
complexity of the coupled model. Complex systems require 
more intricate coupled models to capture their behavior ac-
curately.

(2) Strong or weak coupling of physical phenomena can 
be attributed to the functionality of smart materials, the in-
trinsic functioning of a system, or the interaction of different 
components within a CS.

(3) There is no universal strategy for model reduction. 
The preservation of important attributes differs for each 
application, and the choice of model reduction strategy de-
pends on the specific requirements and goals of the applica-
tion.

(4) The practice of matching within an observation-vir-
tual pair can be leveraged to address uncertainties in both 
elements of the pair. The mirroring approach allows for the 
correction and fine-tuning of both the real and virtual sides 
of the pair.
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