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Abstract
Background: The rise in crude oil prices yields serious consequences for both oil-producing and non-
oil-producing countries. The increase in global commodity prices contributes to the financial income and 
foreign exchange reserves of oil-exporting countries. However, countries such as Nigeria that sell crude oil 
and purchase refined fuel confront more complicated situations. To this end, there exists a need to obtain a 
robust prediction model for the crude oil price of Nigeria. 

Objective: This study is to determine the best model among the machine-learning time series models 
considered to predict crude oil prices in Nigeria.

Methods: The alternative models were the auto-regressive integrated moving average model, Naive 
Bayes, Holtwinter trend model, exponential smoothing model, and neural network autoregressive 
(NNETAR) model. The prediction criteria adopted for model screening were the root mean square error 
(RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE). Daily crude oil prices 
in dollars obtained from the Central Bank of Nigeria were used for analysis spanning from October 1, 
2009 to March 22, 2022 with 2836 data points.

Results: The NNETAR model showed the minimum RMSE, MAE, and MAPE for cross-validation sets 
considered.

Conclusion: The NNETAR model was recommended for the prediction of crude oil prices in Nigeria.
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1 INTRODUCTION
Crude oil substantially affects financial development, 

social strength, and public safety worldwide[1]. Over the 

last two decades, the prediction of crude oil price and its 
volatility has been heavily studied, as accurate crude oil 
price prediction contributes to the development of financial 
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planning, control of opportunities in the business sector, 
and improvement of future development of oil-related 
enterprises. Besides, the instability of oil prices is central to 
resource evaluation and resource allocation[2]. Nevertheless, 
the determination of crude oil prices is difficult[3] and is 
subject to various factors, such as the fundamental supply-
demand relationship and the impact of disease[4].

For instance, the COVID-2019 pandemic resulted in 
the crude oil price tumbling to a notable low on April 
20. These factors amplify the prediction uncertainty 
while compromising prediction accuracy. In light of such 
vulnerabilities, a superior and more viable strategy for crude 
oil price prediction is necessitated. Due to the exceptionally 
nonlinear, unpredictable, and complex attributes of crude 
oil prices, conventional econometric models fail to perform 
an accurate prediction. Artificial intelligence algorithms, 
such as artificial neural networks (ANNs), support vector 
regression, and least squares support vector regression 
(LSSVR), have been well recognized for the management 
of nonlinear and non-stationary time series[5,6].

Currently, a plethora of algorithms have been proposed to 
anticipate crude oil prices. These algorithms, incorporating 
at least two of the aforementioned models, have been 
synthesized into three categories, namely, econometric 
methodologies, artificial intelligence, and crossover models. 
The autoregressive integrated moving average (ARIMA), 
random walk, vector autoregression, error correction 
models (ECM), and generalized autoregressive conditional 
heteroskedasticity (GARCH) are extensively utilized in 
forecasting crude oil prices and their volatility[7,8]. For 
example, ECM is used to investigate the fluctuation of crude 
oil prices[9], the ARIMA model is to anticipate the Brent 
crude oil price with a presumption of the availability of the 
ARIMA (1,1,1) model to foresee the global crude oil prices 
temporarily[10], and the capacity of short-memory multivariate 
GARCH models and long-memory multivariate models 
to anticipate unrefined petroleum information is analyzed, 
with the assumption that long-memory multivariate models 
outperform short-memory multivariate models[8]. Wang et 
al.[11] examined the foresight of univariate and multivariate 
GARCH-class models with energy market instability and 
found that univariate models with asymmetric effects 
outflanked others. The research by Klein et al.[12] showed that 
the mixed memory GARCH (MMGARCH) outperformed 
other models in anticipating unpredictability and opportunity 
worth (GARCH, EGARCH, and APARCH, among others). 

To avoid the weaknesses of traditional financial models 
that assume linearity of the data being processed, several 
nonlinear and artificial intelligence models have received 
extensive attention in crude oil price forecasting. Artificial 
neural networks (ANNs), support vector machines, and 
least squares support vector regression (LSSVR) are the 
most widely used artificial intelligence algorithms[13-17]. 

An adaptive model was proposed in view of ANNs to 
anticipate long-term oil costs[18], in which crude oil news 
is used to forecast crude oil costs with success. Moreover, 
text features were extracted from online crude oil news 
using a convolutional neural network to demonstrate the 
explanatory power of crude oil price prediction[19]. The 
objective of the present study is to determine the best 
model for predicting crude oil prices in Nigeria among the 
considered machine learning time series models. 

2 MATERIALS AND METHODS
Time series models, such as the ARIMA model, 

simple exponential smoothing, naïve forecasting method, 
Holtwinter’s trend model, and neural network autoregressive 
(NNETAR) model, were adopted for analysis. 

2.1 Data Extraction
The data used herein were the daily data of crude oil 

prices obtained from the Central Bank of Nigeria spanning 
from October 1, 2009 to March 22, 2022 totaling 2836 data 
points. 

2.2 Arima
The ARIMA model was used for time series data 

analyses. The autoregressive (AR) and moving average 
(MA) models were jointly employed for stationary data 
analyses. The order of the ARIMA model was typically 
denoted as ARIMA (p, d, q), where “d” represents the 
difference frequency used to render the data stationary, “p” 
represents the number of spikes across the significant line 
of the partial autocorrelation function (PACF) plot, and 
“q” represents the number of spikes across the significant 
line of the autocorrelation function (ACF) plot. To test 
for stationarity, the augmented dickey fuller, Phillips-
Perron, and KPSS tests with trends and an intercept were 
incorporated. The ARIMA (p, d, q) model was given, with 
time series data Xt :

the AR component of the model is Ø(B) which is the 
characteristic polynomial of order ‘p’;

the MA component of the model is Ɵ(B) which is the 
characteristic polynomial of order ‘q’,

the difference in order ‘d’ of the data is (1-B)d,
Xt is the observed value at time t,
Zt is the random error associated with observation at time t.

Using the Akaike Information Criterion (AIC), the 
model derived from inspecting the ACF and PACF plots 
was compared to models with similar parameters to identify 
a better model.

2.3 Naïve Forecasting Method
Naive forecasting is a technique in which the values 

of the previous period are used to predict the next period 
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without predictions or adjustment factors, and the formula 
is as follows. 

The Naive forecasting method is one of the simplest of 
all forecasting methods.

2.4 Simple Exponential Smoothing
Rather than a simple average that is used as the basis 

for the next forecast, it weights exponents decreasingly 
based on external factors, which is to ‘smooth’ out the 
averages and produce a more reliable forecast. Exponential 
smoothing is the use of an exponentially weighted moving 
average (EWMA) to “smooth” a time series. A new time 
series st that is a smoothed version of xt was defined, with a 
time series xt as:

2.5 Holtwinters Trend Model
Holt-Winters is a method to model three aspects of the 

time series: a typical value (average), a slope (trend) over 
time, and a cyclical repeating pattern (seasonality).

To account for a linear trend, the simple exponential 
smoothing model was modified, which is termed Holt’s 
exponential smoothing and consists of two EWMAs, the 
smoothed xt value and its slope.

In addition, the term for the slope needs to be accounted 
for in the prediction. To predict the value of m future time 
steps, Ft+m was used as the formula for the m-step-ahead 
forecast, given as:

2.6 NNETAR Model 
ANN is a computational model based entirely on the 

shape and capabilities of biological neural networks. ANNs 
are nonlinear statistical information modeling tools used to 
model complex relationships between inputs and outputs or 
to determine patterns. ANNs have three layers that may or 
may not be interconnected. The first layer is composed of 
input neurons. The first layer neurons send data directly to 
the second layer, and the output neurons are then sent to the 
third layer. Neural networks typically have one input layer, 
one output layer, and several hidden layers between the 
input and output layers. Each layer consists of weights and 
biases. 70% of the data is used for the training set, while 
30% is used as the testing set.

Feedforward neural network: A feedforward neural 

network is a biologically inspired classification algorithm. It 
is composed of several simple neuron-like processing units 
that are arranged in layers. Every unit in a layer is related to 
every unit in the previous layer. It is the most basic type of 
neural network. The tangent hyperbolic (Tanh) activation 
function is used. The mathematical representation of the 
ANN model is given as:

Where, 
y: crude oil price; 
wjh: weight from the input to hidden nodes; 
wh: weight from the hidden to output node; 
yi-1: lag of the y; 
α, αh: bias;
Φ0, Φh: activation functions. 

2.7 Performance Measures
Three criteria were used in this study to assess the 

performance of the models. 

The root mean squared error (RMSE) is a commonly 
used measure of the difference between the value predicted 
by a model and the observed value. The RMSE denotes the 
square root of the second sample moment of the difference 
between the predicted and observed values or the quadratic 
mean of these differences. These deviations are referred to 
as residuals when calculated for the sample of data used 
for estimation and as errors (or prediction errors) when 
calculated out-of-sample. 

The difference between two continuous variables is 
referred to as the mean absolute error (MAE).

MAE is a measure of the error between pairwise obser- 
vations that express the same phenomenon by calculating 
the average magnitude of the error without considering the 
direction of magnitude.

The mean absolute percentage error (MAPE) measures the 
accuracy of a forecasting method’s prediction. It expresses 
the accuracy as a ratio.

Mathematically, it is defined by the following formulas:

3 RESULTS AND DISCUSSION
The stationarity of the time series data was done using 
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the Augmented dickey fuller test, Phillips-Perron unit root 
test, and KPSS unit root test. The machine learning models 
considered are the ARIMA model, simple exponential 
smoothing, naïve forecasting method, Holtwinters trend 
model, and NNETAR model. The models were analyzed 
and compared using training sets of 70, 80, and 90.

Figure 1 shows the descriptive statistics of the crude oil 
price data. The summary report for crude oil price shows 
the histogram, Anderson-Darling normality test, and 
descriptive statistics including mean, standard deviation, 
variance, skewness, kurtosis, minimum, 1st quartile, 
median, 3rd quartile, and maximum values. The report 
also shows the 95% confidence interval for the means and 
medians. The results show that crude oil prices in dollars 
have a mean of 76.766, a standard deviation of 27.427, a 
variance of 752.267, a skewness of 0.16272, and a kurtosis 
-1.08975, respectively. The minimum, 1st quartile, median, 
3rd quartile, and maximum values are 7.150, 54.500, 72.410, 
107.120, and 139.410, respectively. Figure 1 also presents 
the histogram of the crude oil price data.

3.1 Time Plot and Stationarity Test
Unit root test shows the stationarity status of the data. 

Augmented Dickey-Fuller test, Phillips-Perron unit 
root test, and KPSS unit root test are the unit root test 
approaches used to test the stationarity of the crude oil 
prices. The results show that crude oil prices are stationary 
with drift and trend with a significant value of less than 5% 
level of significance.

The results in Table 1, Table 2, and Table 4 show that 
the p-value for time series is greater than 0.05, indicating 
failure in rejecting the null hypothesis and non-stationary 
time series. While Tables 3 and 5 show a significant 
p-values. The rejection of the trend hypothesis implies 
a high likelihood of no unit root and a trend stationary 
process.

3.1.3 Trend Analysis
Trend analysis was performed on the crude oil price 

data to obtain the predictive performance of the linear trend 
analysis. Figure 2 exhibits that the linear trend analysis 

Figure 1. Summary report for crude oil prices.

Table 1. Augmented Dickey-Fuller Test without Drift and Trend

No Drift No Trend

Lag ADF P Value

0 -0.040326743 0.632325246

1 0.092989025 0.670683023

2 0.092588976 0.67056792

3 0.118884897 0.678133815

4 0.111227141 0.675930516

5 0.052653192 0.659077547

6 0.04189761 0.655982938

7 0.059284636 0.660985554

8 0.058513378 0.660763647
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Table 2. Augmented Dickey-Fuller Test without Trend but Drift 
With Drift No Trend

Lag ADF P Value

0 -1.319280847 0.588750143

1 -1.107767611 0.663622085

2 -1.116080307 0.660679537

3 -1.076495155 0.674691981

4 -1.120177665 0.659229145

5 -1.212983887 0.626377385

6 -1.201303895 0.630511896

7 -1.2037638 0.629641133

8 -1.194878285 0.632786448

Table 3. Augmented Dickey-Fuller Test with Drift and Trend

With Drift and Trend

Lag ADF P Value

0 -0.990248296 0.940320367

1 -0.677207525 0.972591701

2 -0.695806818 0.97093105

3 -0.629708223 0.975932353

4 -0.727312654 0.968118029

5 -0.868431499 0.955518132

6 -0.825038621 0.959392496

7 -0.854301139 0.956779771

8 -0.832245087 0.958749061

Note: P value=0.95 means P value≤0.05.

Table 4. Phillips-Perron Unit Root Test

Lag Z rho P Value

No Drift No Trend 9 0.0359 0.7

With Drift No Trend 9 -3.78 0.566

With Drift and Trend 9 -3.09 0.931

Note: P value=0.01 means P value≤0.01.

Table 5. KPSS Unit Root Test

Lag Stat P Value

No Drift No Trend 12 0.0946 0.1

With Drift No Trend 12 0.206 0.1

With Drift and Trend 12 0.204 0.0146

Note: P value=0.10 means P value≥0.10.

computed using the crude oil price data is given as

This implies that the crude oil prices in dollars will 
produce a positive value of 104.539 when there is no 
contribution. In addition, the linear equation implies a 

negative correlation between time and crude oil prices in 
dollars. In each unit of time, the crude oil prices in dollars 
decrease by 0.019586. Predictions are available using the 
above linear trend equation.

3.2 Performance Measures Result
The data were divided into training sets of 70, 80, and 
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Figure 2. Trend analysis plot for crude oil prices.

90 percent respectively. The results in Tables 6-8 show the 
MAPE, MAE, and RMSE for the forecast performance of 
the models.

Table 6. Models Performance at Training Set of 70%

Forecast Models
Training Set=70

MAPE MAE RMSE

Naive Bayes 0.9463529 0.06191117 0.06986812

Exponential Smoothing 0.9463666 0.06191224 0.06986907

Holt’s Trend 3.358166 0.2319537 0.2613791

ARIMA 0.9463529 0.06191117 0.06986812

NNETAR 0.707492 0.04393493 0.05324057

Table 7. Models Performance at Training Set of 80%

Forecast Models
Training Set=80

MAPE MAE RMSE

Naive 0.8267573 0.07764104 0.09051849

Exponential Smoothing 0.8280144 0.07778299 0.09064685

Holt’s Trend 0.928354 0.08827239 0.1015948

ARIMA 0.8217865 0.07708006 0.09001184

NNETAR 0.7543226 0.06966944 0.08309495

Table 8. Models Performance at Training Set of 90%

Forecast Models
Training Set=90

MAPE MAE RMSE

Naive 0.849962 0.157625 0.1829988

Exponential Smoothing 0.8541834 0.1585743 0.1838441

Holt’s Trend 0.8923627 0.1663983 0.191979

ARIMA 0.852693 0.1582391 0.1835455

NNETAR 0.7820225 0.1429114 0.1693151

The performance of these models in the cross-validation 
of 70%, 80%, and 90% training sets using MAPE, MAE, 
and RMSE as the performance criteria are presented in 
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Tables 6-8. A closer inspection of these tables reveals that 
these models produce MAPE, MAE, and RMSE for the 
NNETAR model in all training sets (70, 80, and 90).

4 CONCLUSION
In this work, modeling of crude oil prices is available 

using the ARIMA model, simple exponential smoothing, 
naïve forecasting method, Holtwinters trend model, and 
NNETAR model. Stationarity tests of data with trends were 
obtained using the augmented dickey fuller unit root test, 
Phillip-Perron unit root test, and the KPSS unit root test. 
The results demonstrated that the data were stationary when 
drift and trend were incorporated. A linear trend model was 
obtained from the data using time as the dependent variable, 
which allows a valid prediction of the crude oil prices in 
Nigeria. Furthermore, among the five models considered, 
the NNETAR model yielded the optimal forecast 
performance for crude oil prices in Nigeria as it had the 
lowest RMSE and the MAE among all other models. Thus, 
the NNETAR model was recommended for the prediction 
of crude oil prices in Nigeria. Further study can be done 
by incorporating crude oil price interventions over years to 
understand the price changes.
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